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DYNAMIC ANALYSIS

THE RELATIVW COMPLXITIES OF

PLATE AND SHELL VIBRATIONS

A.W. Leissa
Department of Engineering Mechanics

Ohio State University
Columbus, Ohio

The vibrations of plates end shells is a vast end complicated
field. The main purpose of the present paper is to separate out
the various complexities which can arite, and to identify those 1
which typically exist In shell vibration problem that are not
usually found in plates.

INTRODUCTION

Plates and shells are frequently occur- great as for the plate or shell having bend-
Ing elements in structural applications. They Ing stiffness.
typically exist in tvo form:

A vast literature exists for the field
1. As components of larger structures, of plate and shell vibrations. Two mno-

graphs, sponsored by NASA [1,2), were written
2. As representationa of complete *truc- by the author a decade ago and were published

tures. by the U.S. Government Printing Office. The
one dealing with plate vibrations included

For dynamic loading situations it is Impor- approximately 500 references; the second one
tent to know the results of free vibration had about 1000. Recent surveys [3,4] Ldi-
studies In order to: cate that the literature of plate vibrations

has more than doubled since then, while a
1. Avoid the resonant, natural frequen- few hundred more published papers, reports,

cies. theses, etc. have recently appeared involving
free vibrations of shells.

2. Know the shapes (and associated
stresses) of the modes excited in a For these reasons the subject of vibra-
forced vibration. tions of plates and shells is a rather complex

and confusing one. The purposes of the pre-
3. Have the normal modes (eogenfunc- sent paper are to:

tions) needed for a general, dynamic
analysis. 1. Point out the types of complexi-

ties that arise.
A plate or shell is a structural element hv-
ing an infinite nusber of degrees of free- 2. Fmphasite the complexities which
dom; that is, It is a continuous, rather typically exist in shell vibration
than discrete, system having an Infinite problems that are usually not found
nmber of free vibration frequencies and for plates.
mode shapes. However, in most applications
it is usually sufficient to know the first CLASSICAL PLATE VIBRATIONS
(i.e., lowest) several frequencies and mode
shapes. By a "plate" we mean a flat element hav-

ins a thickness (/) which is much smaller
A beo is also a continuous system than its length or width. Figure I shows a

having an infinite nu*er of vibration plate of arbitrary, curvilinear shape. The
frequencies and mode shapes. However, the classical theory of thin plates is applica-
problem is mathematically only one-dimen- ble for h/t4 6 /ICt , where "c" is the
sional, whereas plates ahd shells are two- smllest length dimension. If the plate is
dimnsional. A thin membrane requires a not flat, but has curvature, no matter how
two-dimnsional model, but the order of the small, we will call it a "shell". Indeed,
differential equations of notion (and the as we shall see later, a very small mount
nunber of edge conditions) is only half as of curvature can cause significant chooses

I1



V4  Vv'40' (3)

in rectangular coordinates. Alternately, the
problem may be stated in terms of an energy
formulation.

In addition, to completely determine the
problem, the boundary (or edge) conditions
must be given. There are three classical
boundary conditions:

1. Clamped - zero deflection and zero
normal slope.

2. Simply supported - zero deflection
and zero normal bending moment.

3. Free - zero normal bending moment and
zero normal shear (the Kirchhoff
shear).

Figure 1. Plate of arbitrary shape In this descriptive paper we will not bother
with the well-known (cf. 111) mathematical
statements of the above boundary conditions.

in the free vibration frequencies. We will Suffice it to say that they involve A&and
consider only the transverse (z-direction) derivatives of up to the third order in 4 and
motions: that is. the bending vibration modes. 0. Elastic edge restraints (i.e., distributed
The in-plane vibrations are at much higher translational and/or rotational springs) result
frequencies for a thin plate. Only free, in linear combinations of the deflections,
unmped vibrations will be taken up, and slopes, moments and shears. Laura Ccf.,15-61)
the plate marial will be assued to be has solved a great variety of the latter prob-
isotropic, homogeneous, and linearly els- lems.
tic. Finally, to avoid the endless complica-
tions of complex structures, stiffeners such Solutions to Eq.(l)are available in
a edge beams will not be Included. These rectangular, polar and elliptical coordinates

are the restrictions for problems addressed (cf., (1, Chapter 1), which permit sow ex-
In the first 8 chapters of (11, for which act results for free vibration frequencies
hundreds of references exist, and will be and mode shapes of plates of rectangular,
called the "classical theory". circular and elliptical shape. Specifically,

the following shapes have exact solutions:
The classical theory of plate vibration tefloigsae aeeatsltos

Is governed by the well-known differential 1. Rectangular - solid, having two
equation of notion opposite sides simply supported (6

cases out of 21 possible ones).

0 V Ae If p ~(1)2. Circular - solid and annular, all
boundary conditions.

3. Elliptical - solid and annular, all
where AV 6 '.j(,r/is the transverse boundary conditions.
displacement/O is mass density per unit sur-
face area of the plate, t is time, 0 Is the Taking exact solutions to Sq. (1) and subati-
flexural rigidity given by tuting them into the boundary conditions

yields a frequency determinant, the roots
'Ch. of which are the nondiumenalonal frequency

o - - (2) parameters (eigenvalues). For an exact solu-
/a /l/-) tion the determinant will be of finite sine

(indeed, no larger than fourth order). Sub-
stituting the eigenvaluse back into the bound-

Z is the modulus of elasticity, h is again ary condition equations yields the correspond-
the thickness, V' is Poisson's ratio, and ing mode shapes (eigenfunctions).
V7'is the biharmonic differential operator
given by because the antisymmetric modes of the

2



above problems yield straight nodal lines But in spite of the complexities mention-
(lines of zero deflection) of antisymmetry ed above, and the lack of exact solutions, the
which duplicate simply supported boundary con- solution of classical plate vibration problems
ditions, there are a few additional shapes i relatively straightforward. Typical solu-
having exact solutions, contained within those tions yield nondimensional frequency pars-
above. Examples are semicircles and semi- meters of the form
ellipses and other sectors of solid and annu-
lar circular and elliptical plates, and the_m / = e. a v // ,(4)
Isosceles right triangle.

But most classical plate vibration prob- where a is som characteristic length of the
lem have no exact solutions. This is gener- plate. It is found that A depends upon at
ally true for the great variety of other pos- most only two types of parameters. One
sible boundary shapes (e.g., parallelogram, Is Poloon'a ratio ( ). This enters the
trapezoidal, triangular, etc.) as well as the problem explicitly through the boundary con-
15 other cases of rectangular plates not ditions, in cases having one or more free
having two opposite sides simply supported. straight edges or one or more simply support-
Other complications which generally prohibit ad or free curvilinear edges. Thus, for a
obtaining exact solutions include: clamped circular plate or a simply supported

rectangular plate, A dos not depend upon -'

1. Discontinuous boundary conditions But, inasmuch as depends upon Z(viz., Eq.
(e.g., a straight edge which is But. I se aw0 depends upon z E

clamped along one portion and either (2)), W itself always depends upon 2

simply supported or free along the The other parameters of the problem are
remainder). those needed to define the boundary shape.

For a rectangular or annular circular plate,
2. Point supports - in the corners, for example, a single a/6 ratio is suffi-

along the edge, or internal. cient, where for the first case it represents

3. Added mass (e.g., point masses the length-to-vidth ratio and for the second
representing accelerometers, wcae it is inner radius to outer radius.
equipment mounting). Less regular shapes require more nondimen-
e p t u nsional geometric parameters. For example,

4. Cutouts (and cracks) - internal the cantilevered triangle in Figure 2
or external (e.g., square plate requires 4/6 and the skew ratio 1/C1 .
with a round hole, saw cut).

Thus for most free vibration problems.
even for classical theory, approximate
solution methods must be used. By for,
the most useful and popular methods are the
Rayleigh-Ritz-Galerkin methods. The
Rayleigh method 17,81 uses an assmd mode a
shape and calculates the corresponding na-
tural frequency by setting the maximum po-
tential energy in the vibration cycle equal
to the maximum kinetic energy. The resultant
frequency is too high, (i.e., an upper bound
to the true frequency) due to the modal
constraints introduced by the non-exact
assumed mode shape. The Ritz method 19.101 _
improves upon the Rayleigh procedure by
allowing more than a single deflection

function, and choosing the best "mix" of
the deflection functions by a minimizing
process. The Gslerkin method (11l appears
to be quite different than the other two -
indeed, it is a weighted residual rather than
a stationary functional method - but, a
transformation shows that it is completely Figure 2. Skew cantilevered plate.
equivalent to the other two for the free
vibration eigenvalue problem if used correct- COMPLEXITIES IN PLATE THEORY
ly. Other approximate methods used frequently
on plate vibration problems include: Point Anisotropic plates require more elastic
matching, finite elements, finite differ- constants to be defined. In the most gen-
ences and various rather difficult methods oral case the flaxural regidity constant
for obtaining lower bounds to frequencies, given by Eq. (2) is replaced by five independ-

ent rigidity constants, and Fq. (1) must

3



be expanded to

'0~~ ~ i* _
4. Lj. t t t t t t t Nxy

AD.f IM r47  --- I ---- -----------

in rectangular coordinates. For an orthotro-
ple plate a more simple form is sufficient: N I bNb Ny

4 ~ (6) *-* t:-- -
I I ' - -Nxy --j -- -i X

Similar equations can be written for plates NX
made of materials having curvilinear ortho-
tropy (e.g., polar orthotropy).

Equation (5) has, in general, no exact Figure 3. Simply supported rectangular plate
solution. However, Eq. (6) can be solved having uniform inplane forces.
in the same manner as Eq. (1), and yields
exact solutions to the same six problems - . f D w
as for an isotropic plate (i.e.. two oppo- v()DI'. - (A- ..
site edges simply supported).

Consider next a plate subjected to in- dID )'9 "r
plane forces. In general, the boundary of - Z - 7'
the plate can be subjected to inplane, dis- D, '#f/ (8)
tributed tensile or compressive forces 4/ a
and I/ per unit length, and an luplane 1& / -

shearirx force. /, , per unit length in, for - 0
example, rectangulr coordinates. A simply
supported rectangular plate having uniform
(i.e., constant) inplane forces is shown in where /0 = .0 (*X,%). Tis equation has
Figure 3. Or inplane forces can be caused variable coefficients and has no exact so-
by internal body or residual stresses. lution, although the Rayleigh-Ritz-Galerkin
These initially applied forces are all methods are essentially no more difficult to
assumed to be static. The effect of inplane apply. An amazing number of publications
forces upon the mathematical problem is to have been recently devoted to this problem -
replace zero on the right-hand-sides of at least 24 in the last three years (4].
Eqs. (1), (5) and (6) by

The effects of surrounding media are
significant in two very important ways:

' - Al" /Vl 1. Almost all theoretical results are
for plates vibrating in a vacuum,

whereas almost all experimental
where / VA and NVd- denote the results are in air.
positive (tensile) inplane forces per unit
length observed at a typical point (.X, P 2. Surrounding liquids, such as water,
within the plate and, generally, are func- cause drastic decreases from the
tins of .X and . natural frequencies calculated in a

vacuum.

In the special case when */ and
are constant everywhere within the plate, The decrease in frequency is, of course,
and IV, - 0 , Eq. (7) has an exact mainly due to the necessity of moving addi-
solutigwhich, again, corresponds to the tional mass, and not due to damping. Even
rectangular plate having two opposite sides the presence of air at atmospheric pressure
simply supported. But many important prac- will often reduce the frequencies by 5-10
tical cases arise where the above assumptions percent (see (1), p. 302). Investigators
can be made as, for example, the transverse are sometimes unaware of this and attempt
vibrations of a missile fin subjected to to give unwarranted justification for the
large acceleration in its plane (121. differences between their relatively close

theoretical and experimental results.
For variable thickness olates the flax-

ural rigidity, 0, is no longer a constant LarSe deflections change the plate vibra-
and, consequently, neither is . . Thus, tin problem to be a nonlinear one. This can
for example Eq. (1) generalizes to take place in at least three ways:

4



1. Sufficiently large strains to require SHELL VIBRATIONS
nonlinear stress-strain equations.

A shell, like a plate, is also a three-
2. Large slopes in the deflected sur- dimensional body which, for the sake of reduc-

faces, so that the usual assump- ing the formidable complexity of the problem,
tions of replacing Shi 0 by to is replaced by a two-dimensional problem. All
and Car C by unity are no longer deformations are then characterized by dis-
valid, placements of the middle surface, as contrast-

ed with the midplane for a plate. A typical,
3. lnplane membrane forces generated by open shell, having thickness /, is shown In

the tranqverse motion of the plate. Figure 4. Radii of curvature, / and R in
two orthogonal directions are also shown. It

The latter phenomenon can easily occur to sig- should be noted that Rj, and Aj are general-
nificant degree in plate vibrations and is a ly not equal, not constant, and not even suf-
'hard spring" type of nonlinearity: that is, ficient to define the middle surface, unless
the frequency increases with the amplitude of they are principal curvatures.
vibration. Indeed, an amplitude on the order
of the plate thickness will typically increase
the frequency by about 30 percent if the edges
are restrained against inplane motion. This
phenomenon is therefore easily the source of
much experimental error. Analytical results
are often obtained by the Galerkin method,
using an assuned mode shape. Reflecting the
current interest in solving nonlinear problems,
at least 72 references can be found in the last
seven years dealing with this type of problem
[3,41.

In 1877 Lord Rayleigh [7] showed how the
addition of "rotatory" (in the language of his
day) inertia effects to those of classical \
translational inertia affected the flexural

vibration frequencies of beams. Timoshenko
(13] in 1921 showed that the effects of shear
deformation, previously disregarded, are at
least equally important. The effects of in-
cluding either rotary inertia or shear deform- R 2
ation are to decrease the frequencies from
those calculated by classical theory, and are
especially significant for relatively thick Figure 4. A shell having arbitrary curva-
( i/ct > //zo ) plates, as well as beams, turs.
The first consistent, dynamic, thick plate
theories were presented by Uflyand (141 and Conversely, a plate is a special case of
Mindlin (151 and the latter is widely used to- a shell when a * . at all points,
day. The resulting plate theories are sixth in all directions. Therefore. all of the
order systems of differential equations, re- complexities which exist for plates and are
quiring the specification of three boundary discussed on the previous pages also exist for
conditions per edge. shells. That is, for example, shells can have

irregular shaped boundaties, discontinuous
Examples of nonhomogeneous plates include boundary conditions, point supports, cutouts,

the following: orthotropic material, variable thickness,
shear deformation and rotary inertia, and so

1. Material heterogeneity varying con- on, for all types of curvatures. But shell
continuously (e.g., e a 5 (,pe )) vibration analysis (and experiment) is consi-
due to varying density (e.g., sty- derably more complex than for plates for the
rofosm, rubber) or large temperature following reasons:
gradients.

1. Curvature specification.
2. Layered (or sandwich) plates.

2. Bending and stretching of the middle
Of particular importance today in the latter surface are coupled.
category are laminated plates made of composite
materials. The equations of motion for such 3. An eighth order system of differ-
plates do not always permit uncoupling of the ential equations of motion (without
inplane and transverse vibration modes, and shear deformation).
the resulting vibration frequencies can be sig-
nificantly lower than those predicted by an 4. Four boundary conditions required
"equivalent orthotropie theory" (16]. per edge.
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S. Three times as many shell frequencies are of the eighth order. That is, the trane-
as plate frequencies, verse and tangential motions do not uncouple

as they do for a typical plate. Consider,
6. No universally accepted set of equa- for example, a circular cylindrical shell, as

tions which comprises the classical shown in Figure 5. The three independent
theory. components of displacement are 0 , W' (tan-

gential) and 14" (transverse). The two-dimen-
7. Additional geometric parameters to sional problem is stated in terms of the W

be specified. (axial) and 9 (circumferential) coordinates.
The widely-used Donnell-Mushtari equations of

8. The nondimensional frequency para- motion can be written In matrix form as
meters are always functions of
Poisson's ratio.r1

9. Mode shapes of the lowest natural X .(9)frequencies are seldom obvious. ,

10. Test specimens are more difficult 3/
to fabricate.

whore the j. are differential operators
11. Experimental fixtures a nd measure- given by

ment methods are mire complex. (,') .L 1 . £

Curvature specification is by itself a A' ' .L Z -- P d
minor comlexity. It is merely a matter of
defining the shell in question. The added (/l- ) - (/-.s,-Va  S

complexity arises from the vast number of 0
important curvatures which are of interest. zr
A practical list must necessarily include:

1. Circular cylindrical. /'4 d~*~~ 1

2. Elliptical, oval and other noncir- (10)
cular cylindrical. -) -

3. Conical.

4. Spherical. I

5. Ellipsoidal (or spheroidal).

6. Toroidal. e. s .

7. Paraboloidal, hyperboloidal, ogival
and other shells of revolution.

where 4 and -44 h Just
8. Hyperbolic-oaraboloidal how much more complex these equations are than

the one for a plate, Eq. (1), can be seen by
9. Others. looking at the operator "ej.# in Eqs. (10).

which contains Eq. (1) in its last two terms.
The last category is inevitable, no matter how And these particular equations of motion are
long the list. often used because they are the most simple

form available Including both bending and
That the bending and stretching of the stretching effects. Consideration of shear

middle surface of a shell are (almost always) deformation results in a 10th order system of
coupled is no doubt the most significant dif- equations, an order not frequently found in
ference between a typical shell and a flat the broad scope of mathematical physics.
plate. Indeed, in the usual case, the mem-
brane forces caused by the stretching result An eighth order system of equations re-
in considerable stiffening and, hence, in- quires the statement of four boundary condi-
creased frequencies. The enormous increase tions along each edge. Two of these are asso-
in the fundamental vibration frequency of a ciated with the transverse constraints (as in
simply supported square panel due to the pre- plate bending) and two with the tangential con-
sence of a small amount of curvature was de- straints (as in plate stretching). The state-
monstrated in (171 (see Table 2, p. 182). ments of these conditions is not particularly

difficult. Complexity arises, rather, from
The coupling between bending and stretch- the large number of possible combinations of

ing also requires that the equations of no- them. For example, a closed circular cylindri-
tion, when shear deformation is neglected, cal shell, as shown in Figure 5, has 136 pos-
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portents, 4 , 4 and 4e, as in the format of
Eq. (9). Furthermore, [,i can be written for
each "theory" as

1zJ (4~] 'A ['4 ] (12)

where [ Do i* the differential operator
according to the Donnell-Mushtari theory, the
elements of which were given in Eqs. (10), and
[ ~ ~ i ] s a "modifying" operator to be add-

,. ed for the appropriate theory. What is inter-
eating is that each element of [ a'op] is
multiplied by the thickness parameter,
-**- /l/l A' , a term which appeared in
only ,Z', (see Eqs. (10)) of [ e , and
that , is an extremely small number for or-
dinary, thin shells.

The latter fact has led some authors to
h " jbelieve that frequencies obtained from all thin

shell theories are, for practical purposes, the
same. A careful study performed in (11, pp.
44-61, shows that this is far from the case.

Figure 5. Closed circular cylindrical shell Indeed, the widely-used Donnell-Mushtari
and coordinate system. theory itself is highly inaccurate in deter-

mining frequencies of some modes of shell vi-
bration. Similar demonstration was provided

sible combinations of "simple" boundary con- earlier In the excellent work of Forsberg
ditiona along its two boundaries, 0= O and (18,191.

The complexity of the equations of motion
Because of the aforementioned coupling. has led to further simplications, In the at-

the transverse displacement ,4 remains coupled tempt to obtain more tractable solutions.
with the tangential displacements, W and .. Among these are:
Free vibration eigenvalue problems therefore
result in, typically, cubic equations in a 1. Membrane theory - a fourth order
nondimensional frequency parameter (,\), ra- theory neglecting bending stiffness.
ther than linear frequency equations as for
plates. The cubic equations yield three real 2. Inextensional theory - a fourth
roots for A . For a thin, circular cylindri- order theory neglecting stretching
cal aell the smallest (lowest frequency) stiffness.
root will usually correspond to a predominant-
Iy (but not purely) flexural mode, while the 3. Neglecting tangential inertia terms.
other two frequencies will correspond to pre-
dominantly stretching modes of vibration. 4. Neglecting terms containing ' and

a( in the characteristic equations.

Equation (1) is universally 
accepted as

the governing, classical equation of motion and many others of a nature similar to the last
for a thin plate. Unfortunately, a similar one. Unfortunately, each type of simplifi-
statement cannot be made for thin shells. A cation can result in very large errors In
study of this situation (see (21, Ch. 1 and 2) some types of problems.
turned up at least 20 independent works by
academicians, yielding equations of motion. For a flat rectangular panel (i.e.. a
Careful comparison showed that about half of slate) simply supported along all four edges,
them were completely equivalent to those of the frequency parameters depend upon only the
others. For circular cylindrical shells, for aspect ratio, al/ . For a cylindrically
example, it was shown that (21, pp. 32-34) curved panel they depend upon two additional
each independent set of equations of motion geometric parameters (say h/4 and a/A )
can be written as an well as Poisseon's ratio, explicitly. Thus,

a careful, parametric study for the shell
panel is considerably more involved.

Again, as a relatively simple problem,
consider the closed, circular cylindrical shell
shown in Figure 5. Let the ends be supported

where t ', is the vector displacement com- by shear diaphragms (also called "freely sup-
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ported" or 'simply supported" elsewhere In the ther that the shell has parameters h1/A w
literature), which Is a generalization of *In- 11AV and _11A - 45 , a shell of moderate
ply supported edge conditions for a plate. thickness and length. The exact solution from
For this problem, a simple exact solution for above yields a lowest frequency parmter
the frequencies and mode shapes can be found "WA Vla (7f W-)/7- of about 0, , for 3
(cf.. 111, ch. 2). It Is found that the die- (see f2], Figure 2.15). That is, the fundsann-
placements take the form tal made has three circumferential waves. The

first eight frequencies, and their associated
,9? and of are listed below, in order;

1. m ln 3
(13) 2. 1a, n 2

4'r X9016 rc, &v 'd'.~ r 3. a 1, n* 4
4. m 2, n4
S. a 2,na-3

44" C .5, V Ce'i#-V~ c:,'.jt 6. u I1, unS5
7. m-1, n I

where of. ow#,7/2 and ^Y and 0 are Inte- S. ma 1, n -6
gers. The resultant mode shapes can be iden-
tified by the number of axial half-waves (01) with the eighth frequency being only about
and the number of circumferential waves 01). three time as high as the first. We note that
Typical nodal patterns (meaning, lines of the "beamt binding mode" ( 07 = / ) has only the

- o are depicted In Figure 6. seventh lowest frequency, and that two of the
lower ones have even two axial half-waves in
their mode shapes. There are literally dosens
of frequencies lower than that of the first
"breathing mode' (i W ) Thue, the predic-
tion of the mode shae for the lowest, or any

S. ~ c~other, mode is not at all obvious.
Finally, anyone can cut out a flat plate0* n-2 "'3 specimen from a piece of sheet metal. However,

fabricating most type of shells accurately Is
a much more difficult task. And finding the
resonances experimentally requires more com-
plicated equipment; for example, how does one
keep sand patterns on a shell?!

- REFEEENCES
n-1 fl.4

CIRCUMFERENTIAL NODAL PATTERN 1. A.V. Leissa, Vibration of Plates, NASA SF-
160, U.S. Govt. Printing Office (1949).

I~ L ~ § ~ 4~ LJ2. A.W. Leis*&. Vibration of Shells, NASA 5?-
I~,J ~ ~266, U.S. Govt. Printing Office (1973).

AXIA NODLnATER 3. A.W. Leia&, "Recent Research in Plate
Vibrations. 1973-1976". Shock and Yib.
Digest.

NODA ARANGEENTPart 1. "Classical Theory", v.1. 9,
OLARAGEN n-3 m- g o. 10, pp. 13-24. October,

1977.
Part 2. "Complicating Effects", vol.

10, No. 12, pp. 21-35.
December. 1976.

CIRCUMFERENTIAL
NODE4. Class notes; Short course in "Vibrations

AXIAL NODEof Beams, Plates and Shells", Ohio State
University, Dept.* of Engineering Mechan-
ics, Sept. 10-14, 1979.

Figure 6. Nodal patterns for circular cylin- 5. F.A.A. Laura, L.E. Luisoni and G.
drical shells supported at both Ficcadenti, "On the Effect of Different
ends by shear diaphragm. Edge Flexibility Coefficients on Trans-

One Important question is: " Of all the verse Vibrations of Thin, Rectangular
possible combinations of "N and 0 , which Plates", J. Sound Vib., vol. 57, No. 3,
gives the lowest frequency?" For m , the ans- pp. 333-340. 1976.
ver is simple: m, a. Suppose we say fur- 6. F.A.A. Laura and R. Croesi, "Transvers

8



vibration Of a Rectangular Plate Elasti-
cally Restrained Against Rotation Along
Three Edge@ and Free an the Fourth
Edge". J. Sound Vib.. vol. 59, no. 3.
pp. 355-368, 1978.

7. Lord Rayleigh, Theory of Sound, vol. 1.
Dover Pub., 1945 (originally published
in 1877).

8. G.B. Warburton, "The Vibration of Rec-
tangular Plate.', Proc. lnst. Mech. g.,
Ser. A., vol. 168, no. 12, pp. 371-384,
1954.

9. W. Ritz. "Theorie der Transversal-
schvinguagen. almer quadratiache Platte
mit froien R1ndomn", Ann. Physik, Bd.
28, pp. 737-786, 1909.

10. D. Young. "Vibration of Rectangular Plates
by the Ritz Method". J. Appl. Mech.. vol.
17, no. 4, pp. 448-453, 1950.

11. B.C. Golerkin, Vestnik Inzhenerov, pp.
897-908, 1915.

12. D.A. Siumn and A.W. Leissa, "Vibration.
of Rectangular Plates Subjected to In-
Plane Acceleration Loads", J. Sounid Vib.,
vol. 17, no. 3, pp. 407-422 (1971).

13. S. Timoshenko, "On the Correction for
Shear of the Differential Equations for
Transverse Vibrations of Prismatic Bars",
Phil. Nag.. Sar. 6, vol. 41, p. 742, 1921.

14. 1.5. Uflyand. " The Propagation of Waves
In the Transverse Vibrations of Rars
and Plates" (in Russian), Akad. Mauk.
SSSR, Prik. Mat. Mach., vol. 12. pp.
287-300, 1948.

15. R.D. Nindlin, "Influence of Rotatory
Inertia and Shear on Flexural Motions
of Isotropic, Elastic Plates", 3. Appi.
Mach., vol. 18, no. 1, pp. 31-38, 1951.

16. J.M. Whitney and A.W. Leissa, 'Analysis
of Heterogeneous Anisotropic Plates",
3. Appi. Mach., vol. 36. no. 2, pp.
261-267, 1969.

17. A.W. Leissa and A.S. Kadi, "Curvature
Effects on Shallow, Shell Vibrations",
J. Sound Vib., "1l. 16. no. 2, pp. 173-
187, 1971.

18. K. Forsberg. "A Reviev of Analytical Me-
thods Used to Determine the Modal Charac-
teristics of Cylindrical Shells", NASA
CR4613. 1966.

19. K. Forsberg, "Influence of Boundary Con-
ditions on the Nodal Characteristics of
Thin Cylindrical Shells", AIMA J., vol 2,
no. 12, pp. 2150-2157, 1964.

9



IN-FLUID CYLINDRICAL BEAM VIBRATION
WITH MULTI-DEGREE OF FREEDOM

ABSORBERS

B. E. SANDMAN AND J. S. GRIFFIN
NAVAL UNDERWATER SYSTEMS CENTER

NEWPORT, RI 02840

The title investigation considers the theoretical study of the effects
of vibration absorbers with two-point attachments and possessing both
translation and rotational degrees of freedom. In particular, the
analysis considers and demonstrates the dual tufking of rocking and
translating absorber resonances to produce attenuation of two low-order
beam mode resonances. Cantilevered and free-free hollow Timoshenko
beam configurations are utilized as the basis for the presentation of
results. The location of attachment points and the effect of fluid
loading induced by the motion of the beam in a heavy fluid medium such
as water are shown to be significant factors in terms of absorber
optimization. The method of analysis can be directly applied to
consider all types of boundary conditions for the beam. The immediate
extension to the study of cylindrical shells containing numerous
attachments of internal components and arbitrary boundary conditions
can be achieved without severe modifications of the procedures.

INTRODUCTION degree of freedom absorbers upon the in-vacuo
vibration of structures. The effects of a

Vibration control of fluid-loaded struc- single rigidly attached mass upon the in-fluid
tures is an area of considerable importance vibration and sound radiation of a flat plate
in marine, submarine, and reactor engineering, was studied in Ref. [8]. This paper exempli-
The ability to describe, analyze, and predict fies the feasibility of tuning a two-point
the dynamic characteristics of submerged attached absorber system with rocking and
structures is essential to determine the translational degrees of freedom to produce
mechanisms for optimum vibration control. A attenuation of two in-fluid resonant beam
generalized method for the analysis of fluid- modes. Cantilevered and free-free hollow
loaded structural vibration is presented and cylindrical beams are utilized as the basic
documented in Ref. (I]. The theoretical configurations for the investigation. The
approach utilizes a complete set of orthogonal numerical results presented show a marked
functions as the basis for representation of dependence of tuning upon the induced fluid
both fluid and structure frequency response loading and the locations of absorber attach-
characteristics. Thus, the mobilities and ment points. The illustrated findings have
impedances are established in terms of the direct application to the design of mounts
elements of complex matrices. Subsequently, for internal components in slender submerged
the solution for the coupled response of bodies where vibration control is a
fluid and structure is obtained by methods of fundamental objective. In the following, a
matrix algebra. The current investigation theoretical discussion of the fluid-structure
considers the modification and extension of interaction problem is given and the
this methodology to the study of the perfor- mathematical considerations required for the
mance of multi-degree of freedom absorbers attachment of the absorber system is
when attached to a submerged hollow cylin- discussed.
drical beam with contilevered and free-free
boundary conditions. Examples of approximate
multi-mode absorber tuning are presented. I. FLUID-BEAN INTERACTION AND DYNAMIC

ABSORPTION
Numerous authors [2-7] have considered

the effects of attached masses and single For the formulation of the title problem
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consider a finite length hollow cylindrical transforms the solution

beam submerged in-fluid and supporting in an
evacuated interior a dimensional mass with a - 1
two-point spring absorber attachment system 2(
as shown in Fig. 1. For the purpose of (3)

H T (oexp(-icix)da)I cosO

L' is established [9] where H] is the first-
order Hankel function of the second kind and

u
2 

= k
2
-ca

2
. The function

x2(, ii [T(-l)mexp(iaL)-l]
( 2 2
k m-a

arises from the Fourier integral transform of

coskmx ; oCx<L with Ot being the Kernel

Figure 1. Submerged Configuration of Beam variable. The net force acting on the beam

and Attached Mass per unit length is given by the integral of
the pressure at r-a

characterizing the system the temporal input 2ff
and response is assumed to be steady state f(x) - -(iW)Pfaf ( ) cos~d (4)
and harmonic. For the analytical approach o r - a

the spatial characteristics of the complex
frequency response for each component of the Dy implementing the series
fluid, beam, and absorber system are defined
on a coimon basis of orthogonal functions f(x) = f0/

2 +
i-lfncosknx

with the Fourier coefficients representing (5)
the generalized coordinates. The coupling of f = ff(X)cOSkXdx

the components of the system and the solution n

for the combined response is then obtained by as a generalized representation of this

the methods of matrix analysis. force, it is determined that

a. Fluid Impedance - For the flexural {1 } = P c a(Z f){; 1 (6)
vibration of a slender beam it may be assumed n f f M m

that the axial interaction of the beam with represents the relationship between the

the fluid is a negligible effect. Thus, for generalized forces and velocities for the
the purpose of simplification the beam is fluid. The integral
considered to be embodied by two semi-infinite
rigid cylinders for xE (-u, 0) and xe (L, +-). H (us)

The fluid field surrounding the cylindrical Z
f  

(ik)7(In + - dci (7)
beam and baffles of radius r - a is described nm n m UH,(ua)
by the cylindrical wave equation in terms of
the velocity potential provides the definition for the elements ofthe fluid impedance matrix. A detailed

V2 + k
2
j - 0 ; r > a (1) discussion of the numerical evaluation of

equation (7) is presented in Ref. (9J.
where k = w/cf and cf is the speed of
sound in the fluid. The corresponding b. Two-Point Mass Coupling Impedance -

acoustic pressure is given by Pf = -(iw)Pf . For a mass having a two-point attachment

For the motion of a beam between x - o and configuration as shown in Figure 2 it is

x - L the normal velocity on the surface r = a determined that

may be described by

di) 0 ! m cosk xcos ; o<x<L (2) - 02
Dr = a m - 8l-8 (Sb)

0 ; x<o,x>L d

with ka - /L. It is noted that the are the equations governing steady state
functions coskox are orthogonal over the dynamic equilibrium at the frequency w of

length of the beam and the expression in harmonic oscillation where i1 and i2 are

equation (2) represents the beam motion in the forces acting at the attachment points

terms of the generalized velocities, Vm" xI and x2, respectively.
Utilizing the methods of Fourier integral
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where

1W 1 Z(*/2. cook x (12b)o n-l n n
2 92

S 9 provides the series representation of the
distribution function. The substitution of
equations (8) and (11) into equation (12a)

MS 2 i2yields

M .'G n L 2 n x + c o k

+ B
2[coskox1 - coSk nx2 de} 

3a)

Figure 2. Displaced Configuration of Since, we chose to write
Mass Attachment

From kinematics and the force-displacement -(x) = cosk x ; o<x<L (13b)

relations for the linear springs the
relationships and 71 = y(xl), 2 = y(x2 ) equation

(13) is equivalent to the matrix equation

1 " 1 (Yl 1 (M) 2 Ag2 S S2 (j 2 + Y'G - dE)) (9b) nGo =  L  too ) a } (4

are established with Yj and i2 denoting with the elements of the infinite dimensional
the attachment point displacements. The impedance matrix defined by
simultaneous solution of equations (8) and
(9) for the mass displacement jG and mass A O
rotation d yields the result Z nm .(cook n cock x 2(y)

_ 2 2 2- 2(15
Y( (1 to 2 )Wlyl 00a + (cook nx I - cook nx 2J]WD)}a

+ (B2 2 o 2 )2. (/D (w ) where

d8 = ((2 _ o2b )Gm = [( 2w 2 
-2 )W2 Cos

(2 122 (10b
2 2 (16)

(W W2)W2 Y]/D(w) + (2
2  2 2c
1 2t )W2 cokx2]/D(w)

where

2()m [(W22 2 t 2 W 2 cookx
2 2( 2

2  2 2 (16b)2 2 22 2w)wc°akx

+(2 - t 2 )(B 0 -W 
1 2 c 2 /D(w)

2 2 2 2 Thus, equation (14) specifies the relation-
-= G/Md ; wI . 2SI/M ; 2 2S2/M ship that exists between the generalized1 1forces, 4n and generalized displacements,

The load distribution imparted to the beam by i for the attachment points of the two
thme dsit ingimaed t t degree of freedom spring-mass system. Damping
attachment of the spring-mess system atx

xI and x = x2 may be written in the form or dissipation of dashpots in parallel with
the springs is included by merely considering
the spring constants to be complex. The

a(x) = g1+g2 (d(x - x) + 6(x - x)) appropriate modifications of equations (16)
2 2 are achieved by introducing replacement

(11) relations

+ 91-92 CS(. - 1 - (x - x2) ]
2 2 -- + in1

where 6(x) denotes the Dirac delta function. I I I

The Fourier components of this load are W 2  W_ 2 0 l
obtained from the integral 2 2  2

where n, and n2 are the frequency indepen-
n L oa(x)cosk xdx (12a) dent loss factors that accompany the two

n L0 n
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=2

springs S1 and S2, respectively. Thus, s
equations (14) - (16) characterize the Y - f (x)cosk xdx (22)

absorber system in terms of the impedance 
mn L o n m

matrix (ZA.) as established for the attach- Thus, equations (21) and (22) establish the
ment points xl and x2 . The generalized relationship between the generalized forces
forces in and displacements A. represent and displacements for the beam as it
distributions on the interval o<x<L in terms oscillates in steady state motion. For a

of the spanning set of orthogonal functions, given force distribution the components Fn

cosknx ; n - 0,1,2,---. are determined by the integral

c. Cylindrical Beam Mobility - Consider

the steady state harmonic motion of a = 2 L--fF(x)cosk xdx (3
cylindrical beam with an arbitrary cross- n L o n

sectional inertia. With shear deformation of and the corresponding response may be obtained

the cross-section the motion is governed by from equation (21). Thus, the characteristics
Timoshenko beam theory (10] and the equations of the fluid, absorber system, and beam are

established on a comon independent basis of

E (I d ) + KAG - orthogonal functions.

8 dx dx S dx
2- (17a) d. Solution for Coupled Interactive

+ W = o Response - With the established forms of
simpedance and mobility matrices of equations

d d 2- (6), (14), and (21) the solution for the
K G 8 [A(- x - 4)J+ P Aw Y = coupled response can be obtained by performing

-dx dx the algebraic matrix manipulations. By
+ --+ a (17b) introducing the nondimensional expressions

where j(x) is the transverse displacement and 3 - 3
(x) is the bending angle. F is the applied F 

= 
FL L/E I /L,and

n n s 0 ms ms an
forcing~function acting at the frequency w,
and f, G denote the loadings induced by the E I Y

5 
/L

presence of the fluid and the attachment of s o an

the rbsorber system, respectively. For a equation (21) may be written in the expanded

normalized input distribution function form
described by the form

( i 6 (is 0{ -Ga (24)

F(x) = n cosk x ; o<x<L (18) a an n an n n
2 n --

which represents the interactive response of

with a fixed integer n, Co - 1; 
t
n 

= 
2 the beam under the combined influence of the

for n 0 o, and f, Gto, a corresponding applied load and induced loadings of the fluid

solution for the transverse displacement, say and attached absorber. The corresponding

n(X), may be obtained that satisfies a set matrix relationships are
of prescribed boundary conditions at the ends
x - o and x - L. Thus, for a sequence of {f " (Z6){w 1 (25)
generalized force amplitudes Pn that n em a

correspond to the distributions of equation for the characteristics of the fluid with
(18) the complete superposed solution may be vm = iwjLwm and
written for the steady state displacement as

{a ) "A (26)
i(x) - . orn(x)j ; o xL (19) n ){ 2

n -o n n - _

for the response of the absorber where

utilizing the representation 
of equation

(13b) where 2

z f =4iK TfC () OM
L y(x)cosk xdx (20) TM P fc s2

L Lo 8 a

it is determined that and

P 4ycf2 L)4 Z
(21)_

with the elements of the beam mobility matrix are the respective impedances and c! - ES/Ps,
defined by the equation y - M/p ai 

2
L, K - wa/cf. The substitution

of equations (25) and (26) into equation (24)

14



yields 2&oL2

(I - ( (S )dZ )] - (= ){i (27) E no
un om nu m on n

where Qo is the magnitude of the force
as the matrix equation whose solution provides acting at the location xo . In addition,
the interactive beam response in terms of the the cross-sectional shear factor is held
generalized displacements. The actual fixed by the condition KlCs/Es = 1/3 in
displacement distribution function is then all cases. The characteristics of the
obtained from the station attached absorber system are limited to the

consideration of 02 - 1.0 which implies
that D(w)=o for absorber resonances at KI -

(x)= L ,,wcoskmx (28) wja/cf and C2 = w2 a/cf. The loss
factors of the absorber system are set at

It is noted that the above equations represent nl= 2 = 0.4 for all cases of analysis.
infinite dimensional arrays that are Other relevant parameters that are held fixed
continuous functions of frequency. To obtain include
a numerical solution a truncated finite
dimensional approximation must be utilized at Pf/P s . 0.37 ; cf/c. . 0.3
a fixed discrete frequency. For the results
pregented in this paper the numerical values which represent aluminum emersed in water.
of if are established by the methods of
Ref. n9] and the values of ZAm are computed a. Cantilevered Beam Vibration - The
directly. In order to provide the elements cylindrical beam considered for vibration
of the beam mobility matrix equations (17) with cantilevered boundary conditions has an
are written as a system of four first-order aspect ratio of a/L = 0.1 and a radii ratio
differential equations and integrated of b/a = 0.95. It is excited by the point
numerically with a Runge-Kutta-Cill method force acting at the tip, xo/L = 1.0. The
from x/L - 0.0 to x/L = 1.0. In this manner magnitude of the mass considered for the study
two homogeneous solutions that satisfy the of absorber attachment is fixed by the ratio
prescribed boundary conditions at x/L - 0.0 y = 0.25. By successive trials for various
and a particular solution for each force input cases, the numerical sensitivity of the
of the form shown in equation (18) that solutions to the dimensionality N was
satisfies homogeneous boundary conditions at examined and it was determined that ten
x/L = 0.0 are established. The two arbitrary generalized degrees of freedom (N = 10)
constants that accompany the homogeneous provided a numerically stable and convergent
solutions are then determined by Gauss-Jordon solution for the considered frequency range.
reduction of the equations obtained from the In addition, it was found that the omission
prescribed boundary conditions at x/L Z 1.0. of the fluid cross-coupling coefficients, the
Thus, the set of solutions denoted by rn(x) off-diagonal elements of (4f), had little
in equation (19) are generated for n - 0,1, effect on the amplitude response of the beam
2,--, N-1. Concurrent to the generation of and therefore the m for m 0 n were
the solution of the beam equations the neglected. Figure 3 illustrates the effects
integrals of equation (22) are constructed of various typfs of absorber attachment upon
for m - 0,1,2,---, N-i and simultaneous the in-vacuo (Z = 0) tip amplitude
numerical quadrature is pfrformed to establish response of the cantilever beam. The case
a N x N mobility matrix (YSj). Subse- where xl/L - x2 /L - 0.9 and KI 0 K2 - 0.035
quently, an N x N system of equations (27) demonstrates the effect of a single degree-
is formed and solved using a Gauss-Jordon of-freedom absorber. It is seen that the
reduction method. predominant influence occurs relative to the

first resonant beam mode where "splitting"
II. NUMERICAL RESULTS AND DISCUSSION and attenuation of the resonance is induced

by the action of the absorber. The case
In order to provide a demonstration of where xl/L = 0.9, x2 /L - 1.0 and K1 - K2

the current methods and present illustrative 0.035 shows the effect of supporting the mass
numerical results cantilevered and free-free with a two-point mount configuration having
beam configurations under point excitation equivalent spring/dashpot characteristics. It
are considered as the basis for study. For is seen the two-point attached absorber with
the purpose of considering point excitation a single resonance acts nearly the same as
of the beam the generalized forces are single mount system. Finally, with xl/L -
determined by 0.9, x2/L - 1.0 and c1 - 0.035, K 2 = 0.40 it

is shown that attenuation of both the first
2- L2  and second resonant beam modes is achieved.
2Q fLx - x )cosk xdx The effect of introducing the secondary

n E I o 0 n absorber resonance is most notable for the
s o
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second bean mode resonance. Although true mass system.
absorber optimization [7] was not attempted
the current results illustrate the marked
effects that can be achieved by proper choice III. CONCLUSIONS

of the absorber mounting characteris-
tics. Figure 4 exemplifies the additional The methods applied in this paper to
influence of emersing the cantilever beam and solve the title problem are demonstrated and
absorber system in water. It is seen that the the versatility to consider various cases of
Seffect of the "virtual" mass loading of the parametric study is evident. The illustrated
surrounding fluid tends to de-tune the ab- results show that by proper choice of the
sorber in relation to its in-vacuo perfor- mount characteristics a component or mass can

mance. In particular, a change of the be attached to a cylindrical beam at two
secondary absorber resonance from C2 = 0.4 points to produce vibration attenuation of
to IC2 = 0.2 is required to reproduce the two resonant beau modes. The ability to
attenuation of the second resonant beau produce tuned vibration absorbtion is found
demonstrated for the in-vacuo vibration in to be strongly dependent upon the locations
Figure 3. of attachment. In addition, the results

presented for both in-vacuo and in-water
B. Free-Free Beam Vibration - The vibration exemplify the effects of fluid

cylindrical beau considered for the analysis loading upon the performance of the attached
with free-free boundary conditions was chosen dynamic absorber system. Generally, it may

to have an aspect ratio of a/L = 0.044 and a be concluded that in-vacuo optimum absorber
radii ratio of b/a = 0.97. The excitation tuning does not remain optimum upon submer-
force is located at xo/L - 0.7. The gence of the beam. The analysis performed in
dimensionality of N = 10 was found to be this study is directly applicable to vibration
sufficient for numerical stability and and noise control. Realizing that beam
convergence within the frequency range of vibration is merely one form of cylindrical
analysis for the free-free configuration. shell vibration the current approach and
Figure 5 illustrates the effect of two-point considerations may be extended to shell
absorber attachment upon the tip response at vibration analyses.

x/L = 1.0 and the driving point response x/L =
0.7 of the in-vacuo free-free beam. With
KC2 - 0.035 the secondary absorber resonance REFERENCES
is approximately tuned to produce attenuation
of the fundamental beam resonance. It is 1. Sandman, B. E., "Spacial Fourier
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NOMENCLATURE

L length of beam

a, b external and interior beam radii

X1 , x2  absorber attachment points

$ fluid velocity potential

cf, Pf sound speed and mass density of

fluid

Y1, Y2 time separated displacements at
attachment points

11, 12 time separated forces at

attachment points

nl, n2  absorber loss factors

B absorber rotational to
translational inertia ratio

d distance between absorber mounts
and mass center

y absorber mass to beam mass ratio

Es, G, extensional and shearing moduli of
beam

K
I  

cross-sectional shear shape factor

cs, ps sound speed and mass density of

beam

Tm, Tm Fourier transform of velocity
distribution and complex conjugate
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DISCUSSION

Mr. Galef (TRW): Given the fact that the beam
has to be long and slender for aspects of your
solution how important do the Timoshenko terms
become? Can you throw those out and have prac-
tically the same results?

Mr. Sandman: We found that you would have to
get up to the fifth or sixth mode before you
would see any significant influence. It turns
out that in the case of the hollow beam it is
more significant because you would have less
material along the shear axis. But you could
probably get by with fairly reasonable results
without using Timoshenko beam theory. You will
note that the fluid solution was considered for
essentially a circumferential displacement dis-
tribution of N-1. We are extending this type
of approach now to cylindrical shells. It is
directly applicable to cylindrical shells as
well as beams. This beam approach was chosen
to prove out the idea.
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DYNAMIC STABILITY OF FIBROUS COMPOSITE CYLINDERS UNDER PULSE LOADING

Robert J. Stuart, Sangiahnadar Dharmarajan
College of Engineering

San Diego State University
San Diego, CA 92182

The stability of composite cylindrical shells with general boundary con-
ditions subjected to pressure pulse loads is investigated. The govern-
ing differential equations of motion of an orthotropic cylindrical shell
subjected to normal pressure are reduced to generalized Donnell's cylin-
drical shell theory. By neglecting higher order terms, these equations
are further reduced to a single eighth-order differential equation in
terms of the radial displacement. The governing differential equation
is solved by assuming a solution in the form of a product. A simple
computational algorithm is presented for finding the growth of deflec-
tions when the pressure pulse exceeds the static buckling pressure. The
method may be used for all boundary conditions that may be solved in the
vibrating beam problem.

INTRODUCTION =rx . [C1 c -C 1 2 C~ (lA)

Fibrous composite structures such as mis-
sile cones, nose fairings and afterburner noz- = 1 1 (C C 1 2 - x11(
zels of jet engines which can be treated as C* c11  12 C £"](B

orthotropic cylinders are at times subjected to Tx$ "/
fluctuating pressure loads. Yao (1) has x x 66 (lC0
investigated the dynamic stability of isotropic whr
cylinders with simply supported boundary condi- whr
tions. He showed that for isotropic cylinders, C* . C 11 C 22 - C 12

2  
(2)

if the periodic load has only one harmonic term,
the stability equation can be reduced to Similarly stresses associated with bending and
Mathieu's stability equation. Stuart, titn od r eae osrisa
Dharmarajan and Penzes (2) extended Yao's work titn od r eae osrisa
to orthotropic cylinders with general boundary ,x __[ 1x '- S (
conditions. In this paper, the stability of x S* 22 x 12 (A
orthotropic cylinders with general boundary1
conditions subjected to pulse loads is investi- 01 -1[S Y '-S £ '] (3B)

* * *11 * 12
gated. It is apparent that if the static buck-
ling pressure for a cylinder is exceeded for an
appreciable length of time, the structure will S 66 (30)
fail; however, if the pulse duration is suffi- 6
ciently brief, inertial effects will prevent where
failure. This paper relates the pulse ampli- 2*.S S 4
tude, the pulse duration and the increase of S 1 = l 22 - 2
structural deflections. In Equations (1) and (3), C ijand S ijare

ij i

THEORY orthotropic elastic constants associated with
elastic axes of symmetry which correspond to

Defining orthotropic stress-strain rela- the geometric axes of the cylinder as shown in
tions for inplane and bending loads separately Figure 1.
as in Hoppman (3), one obtains for inplane
loads
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x

Figure 1. Coordinate System

For cylindrical shells the strain displacement a cylinder subject to normal pressure can be

functions are written as

, 3u 3N 1 3
2
u--5_)x + ffi ph - (7)x 3x a5)3 m 3 3t2

1, 3v
-w) (5B)

,, 3v 1 3u 1 3N _N 13Mx 1 3M

2 a m
a w 32

x 3x2 (5D) = phm
2 t 2  (8)

* z 3
2
w 3v 3t

2- a2 (-- + ) 22 m 2M
a 3 2  

(E) I N + M" + 3M +
, z ( 2w + 3v a a 3xa4 3x2  a axaO

x a 3x3 x (5F)

a2 m 2 2
where a is the mean radius of the cylinder and 1 .2M =-P- (w + 2

w
) + ph 3

u, v, w are displacements in the longitudinal, a2 3$2 ah s  2 at 2 (9)

circumferential and radial directions.
where p = normal pressure

Introducing hs, hb and h to denote shell

thicknesses associated with inplane loading, p = density of the shell

bending and mean thickness of the shell respec-
tively,one obtains the conventional stress By substituting Equations (6) into (7), (8)

resultants and moments as and (9), and dropping higher order terms as in

h 3u C v the buckling analysis for long thin cylinders

Nx C22  12 a - - w) (6A) in Penzes (4), Penzes and Kraus (5), and Penzes
h C 1 22 Tx 8a 3 and Bhat (6), the above equations are reduced

hN Cl ( - -u-to a single eighth-order differential equationN C l [- C12 ' x I (6B) in the radial displacement.
3v 1 3u 1C a2

-h I au (6C) h C11  Cll 3
4
w +Nx0 T66 Tx + 'a

f~~ ~--L 8 (w) +- -(1- -- ) 4-
hb12h s2 S 23
h 32w S12 3w 3v ( 1 2 * 4

: Mx -2S-- [ $2 -x - ( L- 3 2) 6D
x 12S* 2 x a 2 2 hb C SIC 3

6
w C 34w

h3 S a2w L2 6alhSY 36 a
2  

3x
4  (10)

b 11 3 v 32w (EM4 -- 1 s---, [- -(-- -+ ) - S1 2  -]6E) *
312 3x

2  
hm 32 C* 1  3w C* 3

2
w=-p( - ) __L { -I -4 l 2

s 3t
2  a 4 a4 a

4  a€2

M "b 1 3 w 1 3v(6F)
x$ 12 $66 (a C C*  (C 1* +6w}

The differential equations of motion for 12h a6S
*  3 

6

s (continued on next page)
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CaC P6w) p h C (C + C1 C ) 11-- + ( + CC66)I

+ 4 OV6 a 16  12 2  6S S

where P h3 D A

*- 22 [1 + A- ] (13F)
L (w) hb CC 1 1SI 38w (1A) a(A) A66ah8S* 38 * h

12h s 

2 (13G)
- 3 * a h a5(A*)2-Cl hb C S11  s

Y 2 + 4 * (11B)
a 12 a4hS where *2

1 A A1 A 22 1 12 (13H)

Equation (10) may be written in compact form as If p - 0, Equation (12) reduces to the case of

8 6 4 4free vibration of the cylinder.38w 36w 34w 34w_ - +a - +a +a -SLTOTENIU

a11 308 a13 a46 12 4 14 x4 SOLUTION TECHNIQUE

6 4 8 A separation of variable technique will be
3ww aw W used to solve Equation (12). By lettinga15 4 4 + at2 + a16 2 6 (12)3t 34 t 3a 1 3t 36 w = X(x)F(,t) (14)

a 4w + aw and substituting into Equation (12), there
-Pa 17 ( + a results

3 's 348F)F 4

The ai I are defined in terms of the con- a 1 _ F 2 4

stants previously introduced by comparing Equa- 4 al -  13 36 a
tions (11) and (12). The aij 's may also be 36F + a 4F + a 8OF
defined in terms of the composite theory stiff- - a1 5  2304 a15 2a€2 a16 2 6
ness parameters given in Jones (7) at at at Do

h3 C* C S h2 A3 a
6
F X....h C 1 1 1 1  h2222 a1 7(a-4 + 2 )] X (15)hb Cl22 22 (13A) -3)

a1l 12h a8* a 8 (A 2
s Since the variables x, 4 and t are independent,

2 the only way that equality in Equation (15) canC1 2  C11 hold is if both sides are equal to a constant.

a12 =-6 ( 1 - ) = By calling the constant (8/k)4 , where I is the
a a y length of the cylinder, from Equation (15)

! 
2 
(A22 D 22 4''

22 (')' - (B/A) x  - 0 (16)
6 *2 a ](13B)

a (A*)2  D 22 As is well known from the vibrating beam problem,
A22 +--2 non-trivial solutions of Equation (16) for a

a given set of boundary conditions exist only for
certain values of a , i.e., the eigenvalues.hb C*S C 2 (A22 )  The problem has been investigated several times,

a13  6 10 * D (13C) e.g., Bisplinghoff, Ashley and Halfmann (8),
6 a h S y 8 (A*) 2 (A 22 with results that are sumarized below

a a2A
a

Boundary Characteristic Approximate
C h Conditions equation solutions

a14  2 2 * (13D) n 1,2...a aA

hmC C p 3 A Fixed-fixed cos a cosh 8 - 18 n (n + n)
m412 (13E)n

15 h a a4(A*)2  Fixed-hinged tan 6 = tanh a B n (n +
n

Hinged-hinged sin 8 - 0 On n-
n
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Since Equation (16) has an infinite number of 1 [ 8 2 D22 4

solutions, by making use of linearity, Equation a19 - - [ A22 D2 + A12  D

(14) is nod written as a1 8  22
A22 +

a
W X(X) Fn(,t) (17) 2D A2

n- 22 22 m6 (3n-i -( D )m ] (23)
D22

where each term in the sumnation corresponds to A22 + 2
a different eigenvalue $ . X (x) may be found a

from Equation (16) and tRe g?ven boundary condi- 6 *

tions; however, its precise form is not germane. a20 = 4 (24)
An attempt to separate the variables x and 4 in a 18Z
Equation (15) fails unless p is independent of

time, i.e., the normal pressure is constant. 3 (m4 m 6
Since F must be periodic in 0 with period 27, a21 2 2  (25)

a Fourier series in 4 is suggested. By trying 2

a solution 18

_t - cos~ + O Tn(t) (18)From Equation (21) it is apparent that 2

m nvaries linearly with the normal pressure p.

m Since a 2 is negative, w
2  

decreases linearly

in Equation (15), the resulting equation for with p. 'Wen W is reduced to zero, the pres-

T (t) is sure is the statrc buckling pressure for that
mn mode. If p is increased past the static buck-

w e ling pressure, u
2  

will become negative. In
+ W2 T . 0 where (19) this case, by writingTmu mn u

a l  
m8 + a26 +] 2 -

11 m -a 1 3 m mn mn (26)

S 4_ 6 414 the solution to Equation (19) in an interval

W 2 a 1~7 (mn m ) p + a 14 Bnwhere p is constant is

mn a15(m4 6 Tmn() - A exp (mn t) + B exp (-a mnt) (27)a 1 5  m
2
) +a 1 6 m (20A) mu munn mu xp m

8 2 D2 2  
4  

When p does not exceed the static buckling pres-
A2 2 D22 m+ A12 [ - sure, 

2
_ will be positive and the solution to

A22 + 
2  

Equation7'19) in an interval where p is constant
a2 is

2D A
2  

Tm(t) - A cos W t + B sin w t
22 22 6 a

6 
AB

4
/2

4  
mu mu mu ia (28)

A +D22 n As intuition would suggest for an interval
22 +--2where p is constant, Equations (27) and (28)

show that the amplitude of displacement in a

S 
4  

6(208) mode increases only when the static buckling

L 22 -m)p pressure for that mode has been exceeded.

a m4+ m
2

A + a
2  

( 22 6 When the static buckling pressure is
0 h (a A2 2  22 A n ] exceeded by a pulse whose duration is r seconds,

66 the increasing exponential in Equation (27)
increases by a factor

In order to display the effects 
of boundary

conditions and normal pressure on 2 Equations K = exp (nr) (29)

(20B) may be written as 
mn

or
2 a + 84a (21)
n 19 20 + a21 p T21)(

mu
where

Thus a relationship between the normal pressure,

a18 - h [ a4 A (m
4 

+ m2
) 
+ the amount of time it exceeds the static buck-

= 22 ling pressure and the growth of the displace-

A 2ment has been extablished. Clearly only the

a D (1 + (22) wave number m corresponding to the largest
22 A66  value of t , i.e., the most negative W

2
Mn

need be considered. Similarly only n -1 need
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be considered since 6 increases monotonically = 516 lb in
with n.

2) For simply supported ends, 61 = Tr. Using

COMPUTATIONAL ALGORITHM Equations (21) through (25), the quantities
in Table 1 were calculated. The results for

A simple computational method for finding W2mn are plotted in Figure 2.
the growth of displacement when the pressure 2 2 6 2
p exceeds the static buckling over an interval 3) For p = 35 lb/in

2
, W = -1.46 x 10 rad2/

T can now be stated. sec
2 

for m = 4 and a mn 1208 rad/sec.
in

1) Calculate the composite theory stiffness 4) From Equation (29), K - 11.2, i.e., a
parameters All, A1 2, A22, A66, A*, and D2 2. deflection will grow by a factor of approxi-

mately 11.2 during the 2 msec duration of
2) For m - 2,3,4... plot w2 versus p using the 35 lb/in

2 
pressure pulse.

Equation (21). Continue until the wave
number m is found that yields the minimum REFERENCES
W2 for the desired normal pressure p is
found. As noted above, only n = 1 need be 1. J. C. Yao, "Dynamic Stability of Cylindrical
considered. Shells Under Static and Periodic Axial and

Radial Loads," AIAA J. 1, 1391-1396 (1963).
3) For the desired va ue of pressure, read the

minimum value of mn. If this value is 2. R. J. Stuart, S. Dharmarajan, and L. E.
positive, there is no instability. If it Penzes, "Dynamic Stability of Fibrous Com-
is negative, calculate C'mn" posite Cylinders," Proceedings of the

Fourth Conference on Fibrous Composites in

4) Using Equation (29), calculate the growth Structural Design, San Diego, November 1978.
factor K.

3. W. H. Hoppman II, "Some Characteristics of
NUMERICAL EXAMPLE the Flexural Vibrations of Orthogonally

Stiffened Cylindrical Shells," J. Acoust.
A fibrous composite cylinder of length Soc. 30, 77-82 (1958).

- 49.0 in. and radius a = 7.0 in. is fabrica-
ted with five plies of graphite epoxy. Each 4. L. E. Penzes, "Effect of Boundary Condi-
ply has a thickness of 0.02 in. yielding tions on Flexural Vibrations of Thin
h - 0.10 in. The outer plies are oriented Orthogonally Stiffened Cylindrical Shells,"
along the axis of the cylinder (00), while the J. Acoust. Soc. 42, 901-903 (1967).
three inner plies are oriented in the hoop
direction. The following ply properties are 5. L. E. Penzes and H. Kraus, "Free Vibrations
assumed: of Prestressed Cylindrical Shells Having

6 2 Arbitrary Homogeneous Boundary Conditions,"
E1 f 25 X 10 lb/in AIAA J. 10, 1309-1313 (1972).

E= 1 X 106 lb/in
2  6. L. E. Penzes and S. K. Bhat, "Generalized

Hydrodynamic Effects of a Double Annulus

2 on a Vibrating Cylindrical Shell," Pro-
G12 " 0.5 X 10

6 
lb/in ceedings of the Third International Con-

ference on Structural Mechanics in Reactor

y = 0.25 Technology, London, September 1975.

= 150 X 10
-6 

lb se2 7. R. M. Jones, Mechanics of Composite Mate-

in
4  rials, McGraw-Hill (1975).

Find the growth factor when the pressure is 8. R. L. Bisplinghoff, H. Ashley, and R. L.

35 Ib/in
2 

for a duration of 2 msec for the case Hlfmann, Aeroelast1c9t5, Addison-Wesley

of simply supported (hinged) ends.

1) The values for the composite stiffness pa-
rameters are:

All = 1.06 X 106 lb/in

A12 - 0.012 X 106 lb/in

A - 1 54 X 106 lb/inA~22 •

S12 2 2
A . 1.63 X 10 lb /in

A66 - 0.05 X 106 b/in
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m a 2 lb2sec2 1 1 in2  w 2 2/sec2
al1' sec 2  20' sec 2  -21' lb sec 2  mn

2 1.11 X 106 91.7 X 103 30.0 K 103 -22.8 X 103 2.77 K 106 -22.8 X 10 3 p

3 5.00 X 106 811 X 103 6.65 X 103 -68.5 X 103 1.46 X 106 -68.5 X 103p

4 15.1 X 1 0  3.02 X 106 2.20 X 103 -134 X 103 3.23 X 106 -134 X 103 p

TABLE 1 Numerical Example

4xlO6

3xlO
6

c4.
21m 2

2xl

m 3

_I1x106

-lilO

2Figure 2. 2 m for simply supported ends.
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TRANSFER-MATRIX ANALYSIS OF DYNAMIC RESPONSE OF

COMPOSITE-MATERIAL STRUCTURAL ELEMENTS

WITH MATERIAL DAMPING

M. M. Wallace and C. W. Bert
The University of Oklahoma

Norman, Oklahoma

A simple one-dimensional finite-element technique utilizing transfer-matrix anal-
ysis is used to calculate the flexural and torsional natural frequencies for
specimens made from planar anisotropic materials. The theory is based on
Lekhnitskii's theory for static torsional-flexural coupling and Timoshenko's beam
theory for transverse shear and rotatory inertia. This method was used to eval-
uate a specific structural element with length-to-width ratio of 6.6. This par-
ticular structural element was previously investigated experimentally and anal-
ytically as a thin-plate element. Good agreement among all of the techniques for
natural frequencies and the associated nodal contours was demonstrated.

INTRODUCTION applied this method, better known as the trans-
fer-matrix technique, to many varied engineer-

The increasing demand for light-weight but ing problems. The work done by Pestel and
strong structural elements in advanced aerospace Leckie was strictly Bernoulli-Euler type beam
vehicles has resulted in the increasing use of analysis, i.e., transverse-shear deformation
advanced composite materials, such as boron- and rotatory-inertia effects were omitted. In
aluminum, graphite-epoxy, and boron-epoxy. It 1972 Abarcar and Cunniff [3] showed that
has become extremely important to be able to Timoshenko's theory of flexure [4] and
predict the dynamic response (including the Lekhnitskii's theory of static torsional-flex-
effect of material damping) in addition to the ural coupling [5) could be incorporated into
more common static and buckling behavior for the transfer-matrix technique. More recently
composite structures elements. One cannot Ritchie, Rosinger, and Fleury [6] reconfirmed
directly relate dynamic and damping experience the incorporation of Timoshenko's and
for metal structural elements to prediction of Lekhnitskii's theories into this method. They
dynamic response of composite structural ele- also extended the application from that for
ments, since the relative stiffnesses are quite fixed-free (cantilever) resonant modes for a
different and other effects (i.e., bending- beam with orthotropic symmetry to that for a
twisting coupling, transverse shear deformation, beam with planar anisotropic symmetry vibrating
etc.) come into play. These factors make the in free-free resonant modes.
dynamic analysis of structural elements made of
composite materials more complicated than for In the present paper, the material model
homogeneous, isotropic-material elements, employed for the composite material is the

complex-modulus model. In this model, the
Most general forced-vibration analysis real material moduli are replaced by complex

techniques are rather complicated and sometimes moduli of the form
difficult to formulate in the case of composite
materials, but the formulation described in E(l + ig)
this paper is a simple finite-element technique
employing the transfer-matrix approach to calcu- Here E may be either a Young's modulus or a
late the response spectrum for specimens with shear modulus and g is the loss tangent for that
planar anisotropic synmetry. particular modulus. We know from experience

that the material properties vary with frequent)
The prediction of vibrational behavior of a as shown by Chang and Bert [7] and that the com-

composite-material component necessitates the plex-modulus model does not take into account
incorporation of perturbations in the torsional varying frequency. However, in this paper, the
and flexural resonant frequencies due to the structural element in question was excited by a
coupling of normal and shear stresses. The sinusoidally varying force, and we are verify-
method of using a simple finite-element tech- Ing the response at certain discrete frequen-
nique for dynamic analysis was pioneered by cies, not over a random-frequence spectrum.
Myklestad[l]. Later Pestel and Leckie [2)
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THEORY

Due to the coupling between normal and shear 1

stresses, a beam made of material with planar
anisotropic symmetry and subjected to a bending
moment will exhibit concurrent bending and
twisting. Also a beam subjected to a torque
will also respond with joint bending and twist-
ing. Lekhnitskii [5] has derived equations for M
the relative deflection (v) and relative angle
of twist (j) for a cantilever beam (Fig. 1) with

Z

Fig. 2 - Present Cantilever Beam Subjected to
• -7 .Joint Bending and Twisting Moments

theory of torsional-flexural coupling, can be
used without modification to describe a differ-
ential beam element subjected to dynamic bend-
ing moments and torques.

In Timoshenko beam theory [4], the shear

forces contribute to the slope of the beam

element and this change in slope is given by
the following equation:

V
yKGzy A  (5)

One can show that, for harmonic excitation,
Fig. I - Lekhnitskii Cantilever Beam Subjected the equilibrium conditions as shown in Fig. 3

to Joint Bending Twisting Moments lead to six coupled equations of motion

general anisotropy subjected to both bending dv =  V " V
and twisting moments. These equations reduce - (6)
to the following when the beam is planar aniso- ZY

tropic 4k= MS33 TS5(
dz - + 2(7)

TS' X X
V= j' (MSI3  " '-)(j-Z)2 (1) (8)

ad dM

and dM V 2K2 (9)
dz x

T MS35
(2) - 1.4 T MS35

x d C T (10)

However, the beam element that is utilized in
this paper is the one depicted in Fig. 2. dT - 2

Therefore, Eqs. (1) and (2) become dz p1 2 (11)

TS In the transfer-matrix technique, the iner-
v - (MS;3 - A)(z)2 (3) tial and elastic properties of a vibrating beam

x element are considered separately. The beam is
divided up into "N" masses each of which is con-

and centrated in the middle of a massless beam ele-
ment of length

- T MS3 (4) AZI = t/N (12)
tT - ,X_

The points at which the masses are concen-

It was assumed by Ritchie, et al. [6) that trated are called stations while the massless
Eqs. (3) and (4), which represent the static beam element between two adjacent stations is
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Y(~t (Z.~a 0)

M(Z,t 0.c 3M/3Z dZ M(Z ) I T+aT/aZ dZ

Y(Z, 0 t) T+aT/a ZdZ

T(Z 0 (Z -t)t d(Z~t)

\ ._!'--V+ W/ K dz
v(z, t)

x

(a) (b)

Fig. 3 - (a) Flexural Configuration of a Beam Element; (b) Torsional Configuration of a Beam Element

N-I Full Fields and Two (2) Half Fields

IAZII I I I a " Z a
2 II Z : AZI I AZI AZI mImZi t A ZI

S I------ I I I a a 2a

l2m3 i-JlI+2 H

! a i I I I |
11AZI , AZI , AZI IAZI 1 l: AZIN -AZI I

i I . N- 1 Ng

N Stations and N Elements

Fig. 4 - Field and Station Model of a Beam

called a field (Fig. 4). The transfer-matrix ViL . V R _ miW2v(
technique utilizes field and station matrices V = 1

which transfer the displacements (v,P.) and
forces (M,V,T) from the left side of the field T L= TiR + IpiW20 I  (18)
or station to the right side of the same field i i

or station.
The above equations, when non-dimensionalized by

Figure 5 shows the flexural and torsional using the techniques outlined in Pestel and
configuration of the i-th station. Mass mi is Leckie's book [2), can then be put into the
a point rotatable mass which does not undergo following matrix notation
any elastic deformation; therefore, from equil-
ibrium and continuity considerations of Fig. 5 v' R 1 0 0 0 0 V; L
the following were derived

0 1 0 0 0 0 ,'

i L * R (13) . 0 C 0 1 0 0 0 I (19

L R V. C 0 C 0 0 1 0 0 14I

L R

I ' 0 0 C3  0 0 1 T'

€i M1 + (16)
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Fig. 5 ( a) Flexural Configuration of Station i; (b) Torsional Configuration of Station

z z
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1+1 +1 T+-- \

IVi+1
R 

S
5 /21

(a) (b)

Fig. 6 - (a) Flexural Configuration of Field i; (b) Torsional Configuration of Field i

where bending-twisting coupling [Eq.(3)), the trans-
verse shear displacement [Eq.(5)], and the de-

C1 = miw 2(AZI) 3/EZZIX flection due to the shear load on the left end.
1 Thus

C2 = M 2AZI/EA (20) L

2 AZI(t2ZI) T.SL AZ)
C3 = - Ipi , i =L i R_ R AZI - 1+ + i+l 35

which can also be written as i ~ EZZIX 2

[S]R = T5)1 [s]iL(21) + V (AZI)3 V L AzLi Ks A (22)
Figure 6 illustrates the torsional and 3Ezz I x +

flexural configuration for the i-th massless
beam element (field). Here [S]R (station i)=
[S ] L (field i) and [S]R (field i4 I [S]li1  From Eq. (7) the following equation can be
(station 1). The total deflection of the written by taking an average of the moments and
right end of field i is determined by calcula- torques at each end of the field
ting the displacement of the right end relative
to the left end together with the displacement AIMR+ L AZ 3(iR +TL
of the left end. Therefore, the total deflec- L R + AZ(M WH~ ) WZ ~( T~ )
tion is equal to the sum of the displacement of 2 )+l E fe i 2E to 41
the left end, slope at the left end times the Z
length, the deflection at the right end due to (23)
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R L
From Fig. 6 (a,b) the following equilibrium V. vo

considerations are evident

Vi L V R  (24) =(

il R [SL

ML = MR + V R AZI (25) S]0  N+l 0

i+l i i 0 0

Ti L =TiR (26) 00 0 N+l

and from Eq. (9) it is found that The boundary conditions along with the sta-
tion and field matrices, Eqs. (19) and (28),

T.L+T.RR)z (M L can be used to give the relationship between the
LTi+1 1 )AZI AZI S;5 (M +Mi+l) ends of the beams by systematically applying the

Ii+l z i +  2 CT 41x  matrices to each station and field as follows

(27) L N-I

Using the same non-dimensionalization tech- [S]N+l = [Tf]= 1/2 [Ts]i=I {[Tf] 8= [Ts]}i
nique and matrix techniques, one can rearrange (31)

Eq. (22)-(27) to give [Tf= R [S](
-8~ 0=/ 0lF i v

'1 -8 0 F, F, F; v Rwhich can be written as

0F L R0, 1 0 -a F, F4 [S]N+I = [B][S]o (32)
0 0 F5  F F7  i
0j 0 1 5(28) Here [B] is a six-by-six beam matrix. Equation

M 0 0 0 1 a 0 M' (32) holds for the free-free mode, only if

VI 0 0 0 0 1 0 V, B41  B4 2  B4 3

T i+l L 0 0 0 01 I DET B51 B52  B5 3 
= 0 (33)

where B61 B62 B63

F, = - B2/2 Therefore, the frequencies can be varied until
the DET = 0, thereby giving the resonant fre-

F2  [(BEzz Ix)/(K*Gz yA*AZI2 )] - 83/6 quencies for the beam. Once the resonant fre-
y xquencies have been determined, the generalized2Sdsplacements vj, €, and 4 at each station

can be calculated, and hence the mode shapes
F4 = 6S35  (29) for each resonant frequency by arbitrarily set-

ting vo equal to 1.0 and hence v and €o' are
F5 = - 8S3sEzz/2 calculated from

F6 =- 32S ' E /4  [841 842 84 3 1'

F7 = 2eIx/CT B51 B52 B53 I 0  = (34)

and where 8=1 for a full field between stations :B6; B62 B3,a
and 6=1/2 for the half fields on each end of
the beam. Finally the rest of the generalized dis-

placements are calculated as follows
Equations (19) and (28) can now be used to

calculate the resonant frequencies and the rv,
associated mode shapes. The boundary condi-I I
tions for the beam for free-free modes are = [Ts][Tf]e=1 /2 [S] 0
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[vi The Pendered-Bishop modification [10] of
the Kennedy-Pancu method El] defines the reso-

= [Ts][Tf]o. 1 [Ts][Tf]= 1/2 [Slo  nant frequency (WR) as the point on the argand-
plot curve where the arc length change (AS) is

2 maximum for a fixed incremental change in fre-
quency (Aw). When AS/Aw is plotted versus fre-
quency, the resonant frequencies correspond to
the maximum points on the plot. The quantity

(35) AS/Aw is defined as

AS/Aw=_ (vi ma. /q).(As*/A.) (37)

V, where * = tan (v1 max/vt max) and A* =4+11P Tfl ../2 Ts]FTf - 0*. 6nce the Kennedy-Pancu resonant fre-
[-I fl-1/2 ... l 12 'lo quencies have been determined, the correspond-

I. 1 N+l ing damping ratios (c) are calculated by

Now that the resonant frequencies and mode = wR(A* /Aw)R]I (38)

shapes for a free-free, nonforced beam have where WR resonant frequency and (Af/Aw)R
been found, the damping ratio for a forced
vibration, free-free beam problem can be cal- phase angle change per fixed change in frequency

culated, since material damping does not affect at resonance.
frequency and mode shape. First, the station
and field transfer matrices are expanded to in- RESULTS AND DISCUSSION

clude damping and the force terms. The A boron-fiber/epoxy plate having free edges
matrices are of the form and consisting of twenty-four parallel plies

R I B I  was analyzed as a beam. The unidirectional
B _B plies were oriented at various angles to the

I longitudinal axis of the beam. The computer
BBJ* = (36) program used as input data, Young's and shear

moduli (Ell, E22 , 612, G23, G31), major
.0 0 l 1 Poisson's ratio (v1) and their corresponding

BR loss tangents, which were generated by Chang
Here B and B are the real and imaginary parts and Bert [7](Table 1). The size, shape, and
of the previously defined beam matrix with all orientation of the beam corresponded to the
of the material constants replaced by their plate used by Clary [8] as follows:
complex forms, FR and FI are the real and
imaginary parts of the forcing term.

TABLE 1
Material Properties

Material Property Frequency Range (Hz)
and Units 40-205 205-370 370-535 535-700

GN/m 2  184.10 182.00 179.95 177.70Ell - (x 106psl) (25.8) (25.5) (25.2) (24.9)

gE11 - % 0.153 0.160 0.164 0.169

GN/m 2  8.2 7.9 7.5 7.1
E22 - (x 106psl) (1.15) (1.10) (1.05) (1.00)

gE22 - % 1.8 2.0 2.2 2.4
GN/m2  4.6 4.3 3.6 3.2

612 - (x 106psl) (0.65) (0.6) (0.5) (0.45)

gG12 - % 1.96 2.08 2.20 2.30

V12 - dimensionless 0.275 0.275 0.260 0.250

gV12 - % 0.055 0.055 0.055 0.055

- GN/m 2  2.8 2.8 2.8 2.7
(31 x 06psl) (.395) (.395) (.395) (.385)

gG31 - % 0.125 0.18 0.18 0.185

GN/m2  5.7 5.4 5.1 4.6
G23 -x 106psi) (0.8) (0.76) (0.71) (0.65)

gG2 3 - % 0.255 0.285 0.315 0.345
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TABLE 2 TABLE 3
Natural Frequencies for Laminate Composite Plates Damping Ratio

Angle Mode Freq(Hz) Freq(Hz) Freq(Hz) Angle Mode Damping Ratio (%)
(Deg) No. Ref.[8]' Ref.[9] Present Results (Deg) No. Clary [811 Siu & Bert 7] Present

1 141.8 140.0 136.8 1 0.1 0.22 0.21
2 182.2 170.4 153.4 2 1.9 1.83 1.71

0 3 386.2 360.1 306.7 0 3 0.9 0.97 0.82
4 401.1 390.2 375.2 4 0.2 0.24 0.22
5 649.5 639.6 629.6 5 1.4 0.95 0.92

1 100.6 92.0 92.1 1 0.6 1.19 1.16
2 234.0 225.2 224.6 2 3.4 1.28 1.32

10 3 275.2 265.5 232.5 10 3 0.9 1.06 0.93
4 485.3 495.0 425.8 4 1.6 1.09 1.40
5 523.4 511.0 494.8 5 0.9 0.66 0.61

1 57.2 58.7 51.5 1 1.0 1.37 1.21
2 163.4 165.0 139.9 2 1.0 0.82 0.71

30 3 314.9 320.0 283.1 30 3 1.1 1.03 0.97
4 378.4 387.2 358.3 4 1.6 1.64 1.54
5 534.2 565.0 446.6 5 1.4 0.97 1.10
1 46.2 45.1 43.3 1 0.9 0.98 0.93
2 131.4 124.0 119.1 2 1.2 1.25 1.27

45 3 257.6 251.0 232.2 45 3 1.1 0.95 0.93
4 278.4 293.4 292.1 4 2.2 1.59 1.63
5 433.3 430.0 392.8 5 1.5 1.18 1.09

1 44.1 42.3 42.4 1 0.9 1.00 0.98
2 127.0 122.0 116.9 2 1.5 1.60 1.53

60 3 226.8 288.1 223.1 60 3 3.9 2.05 2.16
4 239.9 237.5 230.0 4 1.1 1.06 1.14
5 405.1 401.5 387.9 5 1.5 1.17 1.22

1 48.0 48.0 48.2 1 0.8 0.87 0.84
2 137.6 136.1 132.7 2 1.2 1.23 1.16

90 3 188.9 164.4 154.3 90 3 5.3 3.31 3.45
4 250.9 259.0 260.0 4 1.0 1.10 1.14
5 331.7 331.0 308.6 5 2.1 1.98 1.91

Thickness, a = 2.74 mm (0.111 in.) CONCLUSION
Width, b = 69.8 mm (2.75 in.)
Length, c = 462 mm (18.19 in.) The transfer-matrix technique was used to
Density, p = 0.00208 gm/mm 3  determine the sinusoidal response of a laminated

(0.000194 lb-sec 2/in.')  anisotropic beam (including the effects of
Fiber volume fraction, 0.48 to 0.50 transverse shear deformation, material damping,

and rotatory inertia) that had the same dimen-
Comparison of the frequency results obtained sions as a plate analyzed by Clary [8] and Siu

by Clary [8], Siu and Bert [9], and the present and Bert [9].
method is given in Table 2. The associated
mode shapes are presented in Figs. 7-12, while The first five resonant frequencies were cal-
the associated damping ratios are presented in culated for a beam free on both ends. The
Table 3. There is very good agreement among associated mode shapes and damping ratios were
the two plate analyses and the present beam also calculated. The only significant devia-
analysis of the same composite-material struc- tion from the previously determined results
tural element. The length-to-width ratio of were the mode shapes for the second, third, and
the structural element was 6.6 which is less fifth resonant frequencies for the zero-degree
than that usually accepted (10) for a beam. and ninety-degree orientations. This was be-

cause these mode shapes are pure plate bending
It should also be noted that the transfer- modes. Therefore, it has been shown that the

matrix technique necessitates the use of re- analysis of a thin plate with a length-to-width
peatedly calculating Eq. (33) until it ap- ratio less than the more commonly accepted
proaches zero. This iterative technique is ex- value of ten, namely 6.6, is feasible and that
tremely sensitive to the frequency increment the transfer-matrix technique can be used to
used. Extreme care should be exercised in sel- determine damping ratios.
ecting the frequency increment since the value
of the determinant could pass through zero
twice within a frequency increment.
TDatd snown are those obtained through Clary's experiments.
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Figure 7. Nodal Pattern of First Five Modes with Fiber Orientation e=O deg; (a) Plate Analysis by
Clary, and Siu and Bert; (b) Beam Analysis of Plate by Transfer-Matrix Techniques

Mode

IJ I :J.1 j

(a) (b)

m Figure 8. Nodal Pattern of First Five Modes with Fiber Orientation e=10 deg; (a) Plate Analysis by

Clary, and Siu and Bert; (b) Beam Analysis of Plate by Transfer-Matrix Techniques
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Figure 9. Nodal Pattern of First Five Modes with Fiber Orientation e=30 deg; (a) Plate Analysis by
Clary, and Siu and Bert; (b) Beam Analysis of Plate by Transfer-Matrix Techniques

____________________________ Mode _________________
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(a) (b)

Figure 1. Nodal Pattern of First Five Modes with Fiber Orientation Fi=30 deg; (a) Plate Analysis by

Clary, and Siu and Bert; (b) Beam Analysis of Plate by Transfer-Matrix Techniques

ii Mode
I / / I I !

_ _ _ _ _ _ _ _ _

(a) (b)

Figure 10. Nodal Pattern of First Five Modes with Fiber Orientation e,=45 deg; (a) Plate Analysis by
Clary, and Siu and Bert; (b) Beam Analysis of Plate by Transfer-Matrix Techniques
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Figure 11. Nodal Pattern of First Five Modes with Fiber Orientation e=60 deg; Ca) Plate Analysis by
Clary, and Siu and Bert; (b) Beam Analysis of Plate by Transfer-Matrix Techniques
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Figure 12. Nodal Pattern of First Five Modes with Fiber Orientation e=90 deg; (a) Plate Analysis by
Clary, and Siu and Bert; (b) Beam Analysis of Plate by Transfer-Matrix Techniques
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NOMENCLATURE

N = number of a beam element (station or

[B]* = expanded beam matrix field)

[B] = beam matrix S33 = l/Ezz, compliance

[S] = state vector containing generalized S15 = 2(sin 2e/E22-cos
2e/El1 )sine cose +

displacements and forces in the system (1/G2,-2vl2/E1l)(cos
2e-sin 2e)sine cose

AS = arc length on argand plot

AZI - full field length = /N
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C = transverse shear strain = frequency

= field parameter (6=1 implies full field, wR = resonant frequency
a=1/2 implies half field at each end of
beam) A = fixed incremental change in frequency

€ = rotation of beam about z axis P = density

* = phase angle = damping ratio

A; = change in phase angle = Poisson's ratio

= bending slope
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CONTRIBUTIONS TO THE DYNAMIC ANALYSIS

OF MAGLEV VEHICLES ON ELEVATED GUIDEWAYS

K. Popp

Technical University Munich, West Germany

Maglev vehicles on elevated guideways can be economically
used to solve transportation problems involving speeds of
up to 400 km/h. Here, feedback control methods for the
dynamic analysis of Maglev vehicles moving on flexible
guideways are reviewed. From models for the vehicle, sus-
pension and guideway, the mathematical open-loop des-
cription is obtained systematically. The result is a high
order linear state equation with periodic time-varying
coefficients and jumping states. However, the control system
design calls for simple low order models which are approached
in different ways. For the resulting closed-loop system a
stability analysis is given and steady state responses to
deterministic and stochastic disturbances are calculated
using common numerical simulation techniques as well as
procedures which are based on Floquet theory. The methods
are demonstrated by an example which also shows the influence
of the different design parameters.

1. INTRODUCTION

Magnetically levitated vehicles are A short literature review indicates
under development for applications in the number of different fields which are
rapid transit systems in highly populated involved in the present problem area.
areas as well as for high speed transpor- The basic concept for Maglev vehicles
tation over large distances. The feasibi- was described by Kemper [21-23] in his
lity of electromagnetic guidance and con- patent forty years ago. The present
trol, particularly for high speed opera- state of the development in Germany is
tions in connection with the use of summarized by Reister, Zurek [43] and
linear induction motors for propulsion, Zurek [52], while Bahke (1], Muckli (29]
has been shown by various test-vehicle give a comparison of different high
runs, cf. Table 1. In tests speeds of speed ground transportation systems. The
more than 400 km/h already have been future role of tracked levitated trans-
reached. Just recently the first public portation systems is critically evalu-
Maglev vehicle TRANSRAPID 05, see Fig. 1, ated by Ward [50]. The research on vibra-
has been presented at the International tion of structures under moving loads
Transportation Exhibition in Hamburg. In has a long tradition, going back to the
order to reduce guideway construction mid 19th century. A summary of the clas-
costs, Maglev vehicles are going to be sical cases is given by Fr~ba [5]. Recent
operated on flexible elevated guideways. results particularly on research in air
Thus, there is a strong dynamic coupling cushion vehicle-guideway systems are re-
between vehicle motion and guideway vibra- viewed by Richardson, Wormley [441.
tion and also an interaction with the sus- Vehicle models are usually achieved by
pension control system. For the evaluation the multibody approach. The dynamics of
of motion stability, ride comfort and multibody systems is treated in Magnus
safety as well as for overall system [26], MUller, Schiehlen [32]. Other
optimization a dynamic analysis of the important subjects are guideway irregu-
entire system consisting of vehicle, larity models and ride comfort evaluation,
guideway and suspension control is cf. Hedrick et. al. (13], [14], MUller,
required. Popp [33], Hullender [16], (17], Snyder,

Wormley [48], ISO 2631 [18], Smith et. al.
[46].
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TABLE 1 Maglev Vehicles in Germany

VHICE VHICLE ~FflE UIE
VEHICLE YFAR INTH MASS SPE WA

MAGNETMOBIL 1971 7.6 mn 5.8 t 90 km/h 660 in

TRANSRAPID 02 1971 11.7 m 11.3 t 164 kmn/h 930 m

TRANSRAPID 04 1975 15.0 mn 20.0 t 253 km/h 2400 in

KOMET 1975 8.5 mn 8.8 t 401 km/h 1300 m

KOMET M 1977 8.5 m T11.0 t 400 km/h 1300 mn

TR.ANSRAPID 05 1979 26 in 36.0 t 75 km/h 908 mn

TRANSRAPID 06 PLANNED~ 54 in 120 t 300-400 kmh31.40D mn
ROR 1982

NOMINAL MGE

r MAGNET

I T
PER GIEA

SUPPLY

Fig. 1 - Front view at TRANJSRAPID 05 and electromagnetic levitation principle
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Guideway roughness measurements have been Furthermore, we assume small displace-
performed by Sussman (49] and Caywood, ments except the forward motion of the
Rubinstein [3]. An integrated analysis of vehicle which may take place on a straight
irregularities and comfort may be found track with constant speed v . The dynami-
in MUller et. al. [34]. cal equations are obtained by separating

the vehicle from the guideway and intro-
Control concepts for Maglev vehicles ducing magnetic suspension forces accor-

are reported in Gottzein (6-11], Rothmayer ding to the principle of interaction.
(45], a number of experimental results The subsystems are then mathematically
being included in the first cited papers. described and put together, resulting in
MUller et. al. [30], [31] used disturbance the open-loop description of the entire
accomodation techniques to investigate system.
deterministic disturbances. In all cases,
a rigid guideway and/or a vehicle in 2.1. VEHICLE MODEL
standstill is assumed for the control
system design and linear time invariant The vehicles are modeled as mass
control laws are obtained. On the other point systems or multibody systems, cf.
hand, Meisinger [27], (28] considers the Fig. 2. The complexity of the models
control system of a moving flexible vehi- depends on the purpose of the analysis.
cle on a flexible guideway which results The general mathematical description has
in linear periodic time variable feed- the form
back laws. GUnther [12] treats the secon- T
dary suspension control. Other related Mi(t)+Di(t)+Kz(t)=-J f(t),
contributions are due to Katz et. al. z(O)=Zo, (O)=o. (2.1)
[201, Pollard, Williams [35], Jayawant - - -
(19] and Yamamura [51]. The numerical where z denotes the fxl-vector of the
analysis of the closed-loop dynamics of wgerazd ehice c tes oea-
Maglev vehicles can effectively be per- f generalized vehicle coordinates mea-
formed using the simulation programs

reported in Caywood et. al. [21, KortUm with the v hicle at constant speed vT
et. al. (241, (25], and Duffek et. al. and M = M > 0 , D = D and K = K
[4]. The author's work on research con- are the inertia, the damping and the
cerning the Maglev vehicle-guideway stiffness matrix, respectively. The action
system comprises [36-42] of the magnetic primary suspension iss[ replaced by single magnet forces, where

In the present paper mathematical J is the input matrix corresponding to
models for the suspension control of the mxl-force vector f
Maglev vehicles traveling on flexible f(t) = F(t) - F , (2.2)
guideways are given. First, the dynamic -0 -
equations are described in state space which represents the deviation from the
notation which is well-suited to multi- static forces F . In case of an active
variable problems of large dimension. secondary suspension or if the vehicle is
Then, the control system design for the secdary verticalnaoreifrteivehiclegi
magnetic suspension is discussed, based subjected to vertical accelerations, e.g.
on reduced order models. For the resul- during up and downhill trips, similar
ting closed-loop system a stability additional terms appear on the right hand
analysis is given and steady state res- side, cf. [42].

ponses to deterministic and stochastic
disturbances are calculated. Beside the 2.2. MAGNETIC SUSPENSION MODEL
common numerical simulation techniques, Although electromagnets are highly
procedures derived from Floquet theory nonlinear elements a linearized first
are used. Finally, the efficiency of order model has proven itself well, cf.
the methods is demonstrated by an exam- Gottzein, Lange (10],
ple which also shows the influence of
the different design parameters. In f(t)=_Kfu
what follows, basic ideas are emphasized . .. ..ff(t)K's(t)K(t)+Ku(t),
rather than any computational details. f(O) = fo . (2.3)

2. MATHEMATICAL SYSTEM DESCRIPTION Here, s(t) is the mxl-vector of gap
width variation, u(t) is the mxl-control

The vehicle-guideway system under vector and Ef s,A,n denote mxm-diagonal
consideration is a very complex system
with many degrees of freedom. Here, only matrices containing the parameters of the
the motions in a vertical plane, i.e. magnetic primary suspension. In technical
heave, pitch and vertical bending, are applications all magnets are usually
considered. These dominant motions are identical, thus these matrices reduce to
decoupled from the other motions in the scalar constants. The air gap variation
usual case of a symmetric construction. s(t) is the difference between the vehicleand guideway displacements at the position
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f=13, m=8

f2M=1 f4 =

f~m~n+ 
V

z zx
Fig. 2 - Vehicle models of different complexity

FIR

x WlxO,t)

Fig. 3 - Guideway elements a) simple span, b) double span, c) double span frame

(t) where the magnetic forces are by the loading of the moving magnetic
acting, forces, and a stochastic part, w[i),]

produced by random guideway irre~ularities,
s(t)=Jz(t)-w[!(t),t] . (2.4)

Here, J is the same matrix as in (2.1).-sS()t . (25
The mathematical description of the deter-

2.3. GUIDEWAY MODEL ministic guideway deflections W~~)t
is achieved in three steps:

In technical applications the I) Analysis of a single guideway element.
guideway is long and it is generally
constructed of prefabricated elements. II) Setup of the guideway model by combi-
For modeling reasons it is assumed that ning those guideway elements which
the guideway consists of an infinite are deflected under the traveling
sequence of identical and uncoupled magnetic forces F(t) during the
Bernoulli-Euler beam-structure elements period of time T = L/v.
of length L , see Fig. 3. The total
guideway deflection can be split into a III) Calculation of the guideway deflec-
deterministic part, Wd[ (t) ,t] caused tions due to the traveling magnetic

forces.
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I) The deflections w (x ,t) of a integer x . It is obvious, that the
single element i ar gverned by the guideway control volume has to follow
wellknown fourth-order beam equation. the moving forces. This can be done by
The approximate solution reads due to stepwise shifting at the instants when
the expansion theorem the first moving force F (t) reaches

i the next element. Then a Aew and resting

S (x Waelement comes into the system bounds and
w ' I w(xi)zi (t) * the last one is abandoned. Mathematically,

this is expressed by renumbering thewT(x)i(t) , (2.6) guideway elements and providing a newsetup for the guideway vector at the
where only f terms are regarded. Here, times t = vT
, x ) denotes the jth eigenfunction
aAd ' (t) the corresponding generali- Y (t=vT+O)=O, L (tvT+O)=O ,=I,2,

-1 -1 tvTO= 12 .
zed cordinate. These quantities are
summarized in the fxl-element vectors -. (t=vT+O)=. (t=vT-0)ji (t=vT+O)=
(x ) and _ (t) . The eigenfrequencies -i i1 -1

and the corresponding eigenfunctions z (t=vT-O), i=2, , (2.10)
follow from a modal analysis which is
done analytically in [38], [421 for the or in more compact form by adding the
guideway elements of Fig. 3. More complex initial conditions,
structures may be analyzed numerically
using finite element methods. Since the !2+=j z ,+= z = ,2
guideway is assumed to consist of identi-
cal elements, the eigenfunctions summed _o+=o , 2_o+=2_o,
up in w(x ) are the same for all ele-
ments. Theltime dependent generalized
coordinates, however, are different and 0
follow from 0-

= . (2.11)
Z (t) +A i (t) + F (t) .( 7

- 1 m 
0 --t- -- *-* -

-i k- bki i[ki (t)Fk(t) (2.7)

Here, the indices "+" and "- denote
Here, M A, Al. are the diagonal the limit values after and before shifting,
inertia , the daiping and the stiffness respectively, and the fifxfif-matrix D des-
matrix, respectively; they are identical cribes the changes in the guideway vectors.
for all elements and they follow from a The row of zeros in 0 is due to the fact
modal analysis, the b are Boolean that the vehicle fronE which coincides here
variables indicating w~&ther the magne- with F1 t) is traveling onto a resting
tic force F (t) is acting on the guideway element at times t=vT, v=1,...
guideway eleIent i (b ki=1) or not
(bki=O) III) The guideway deflection w d(t) =

w [i(t),t] under the moving forces is
II) In order to keep the mathematical fund by combining (2.6-2.8),
description of the guideway as simple
as poosible, only the minimum number, w d(t) = J(t)(t)
say R , of elements is regarded in -T
the guideway model, shown in Fig. 4, z(t)+L Z(t)+F Y(t) = M JT(t)F(t) , (2.12)
resulting in a control volume of length
n - L . Summing up the element coordi- where the following hifKf-guideway matrices
nate vectors i (t), i = 1,... t , are introduced,
yields the guideway vector _(t)

T~t)'...jT~t)]T =diag(A.),.'.=diag(:21),
=t ( (2.8) M=diag(Mi), i = 1 ..., . (2.13)

where i=1 always denotes the element The Tixff-matrix J(t) is more complex; it
under F1 (t) , the force exerted by the is worked out in detail in [42] and [40].
first magnet. From now on the time t
is related to the traveled distance It contains the actual values of the eigen-
of F1(t) and measured in multiples functions under the moving forces as well
the period T , as the Boolean variables bk both are

periodic functions of time with period

t=,0 /v= T+ , O T ! T = L/v T = L/v , as long as constant vehicle'1 speed v and identical guideway elements
= entier(%i/L) = entier(t/T) , (2.9) (length L) are assumed. Thus

where entier(x) denotes the greatest J(t+T) = 3(t) (2.14)
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INITIAL ACTUAL POSITION OF
POSITION MOVING VEHICLE THE CONTROL VOLUME

Fig. 4 - Guideway model consisting of simple spans

2.4. GUIDEWAY ROUGHNESS MODELS AND ws(t). sit,][1()..W~ )T
RANDOM VEHICLE EXCITATIONs i

Irregularities of elevated guideways k
are caused by vertical offset, random O=11< 12< ..< Im .(2.17)
walk, camber, and surface roughness of
its elements, cf. Snyder, Wormley [48]. For simplicity the time delays are some-
Measurements have proven that the total times neglected; the excitation vectorguideway roughness (x) can be modeled Qs(t) then reads

as a stationary, Gaussian, ergodic ran-
dom variable with zero mean value. The s(t) = h w(t) , h = [I1...... ,I]T. (2.18)
mathematical description is usually -
given by the (one sided) power spectral In either case, the stochastic vehicle
density ( ) or equivalently by the excitation is represented by a colored
autocorrel~tion function R (x) . A very noise process. However, colored noise

_ simple but useful model reaas, cf. Suss- can be generated for t - from a white
man (49], noise process *X(t) by means of a shape
R s=[()(~)=2e i filter, i.e. a system of linear differen-

Ri)E(x(xsjoe , tial equations with white noise input,
2

• ( )2 , (2.15) s(t) = H 9 s(t),

where E(-} denotes the expected value, vs(t)-F vs(t)+G r(t), Re)i(F)< O,

s a distance, 2 the (s~ace) angular
frequency, and where y,a- are constants. i = 1,...,5, 1 s < m,
From the roughness model (2.15) the(0=v (OP). 21)
vehicle random excitation w_(F (t),t) Zs (O  -so ('-<)(.9

~can be obtained in the frequency domain
as ellas n imedomin.Hee te tme Here, v_(t) is the ixi-shape filter

dmainel apoc i s prmeferredn. HeeThs liead vector,- 5v_(0) has to be assumed as a
tothe autcreoaion funtineferd Th ead random vector (mean value zero, covarianceectto w(t) matrix P ) , and F, G, H are the shape

exiain w filter matrices. The modeling of vehicle

w(t)=t(x=vt), Rw(e)=E(w(t)w(t-e)} excitations with time delays is extensi-
w vely discussed in MUller, Popp [33] and

2 mIr-,

2 ey1(216 M~ller, Popp, Schiehlen [34]. The simpler
case (2.18) results in a scalar shape

where dx = vdt has been used. The ran- filter (I = 1)

don excitation w(t) is a colored noise ~)h=[ IT
process and associated with the vehicle -s - ' _ ..
front, i.e. the position where the first wt)=-fw(t)+grct), f>O,Rr)=r( ,
magnet force F. t) acts. Based on the
time delay lk/v between vehicle front w()w-OP) fyg 2qr=2yvo2),(.0
and the position where Fk(t) (distance wOWo (,o) rfy,•(.0
ik) is acting, the other n-i excitations whr tesap fierqniis fad

arefoud t beg as well as the white noise intensity
q corresponding to the excitation model

_( .16) are given in brackets.
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2.5. OPEN-LOOP SYSTEM MODEL bounds (control volume), m is the
number of magnet forces and 9 is the

Although the details of mathematical order of the shape filter. In a realistic
description of the total open-loop system system description the total system order
depend on the chosen subsystem models, n is quite large. Thus, the open-loop
the resulting state equation always has system can be mathematically described
the same structure. The introduction of by a
the nxl-state vector x(t) , linear, periodic high order state

x(t)=[z T(t) T(t)  LT(t )  zT(t )  equation with periodically jumpingx-- t, - t, f 't - (' states.

-T T TzT(t), vs t)] , (2.21) In addition, an equivalent system des-
-s. cription should be mentioned, where the

and the use of wr (t)=J(t)(t)+J(t)t(t), jumps are incorporated in the system
S(t)=H F v (t) +-H G r(t)- together with matrix by Dirac delta functions; that is,
( .1-2.5),- 2.11-2.12), (2.19) results in
the state equation k(t)=[A(t)+I f_ 6(t-vT)]x(t)+

A(t)=A(t)(t)+Bu(t)+V(t)Fo+W K(t)Z +B u(t)+V(t)Fo+W r(t), I=e . (2.25)

+=ov = 1,2... Due to Hsu (15), this system type is
called parametric excited. However, the

where (2 = M- K, A = M- D) description (2.22) is preferred here.

0 f I 0f I2 i 2 -
1o o 1 o

A(t) = -Es! h! I -Kf K j(t)%Ki(t) -K.'(t) K KSH-KH F

S -Tr I

- - - I - I -

U diag (Ef, Ef, Em E, , ) (2.23)

0 0 0

0 0 0

B -!Su V(t) KHG~
0 0 0

0 M_ lJ Wt 0

0_ 0 0_

The system matrix A~t) and the input The state equation (2.22) has to be com-
matrix V(t1) of detEerministic distur- pleted by the measurement equation
bances are periodic, A(t+T) = A~t)
V(t+T) = V(t) , while t~he control input x(t) = C x(t) + g(t) , (2.26)
matrix B and the input matrix W of
stochastic disturbances are constant, where the measurement vector y(t)
Furthermore, the state vector x(t) has represents the real output of the system
periodic jumps due to (2.11). The dimen- and provides information about the states,
sion n of the state vector which cor- C is the measurement matrix and q~t)
responds to the order of the system t he sensor noise. In technical appli-
matrix is given by cations one usually measures the vertical

accelerations, air gaps, magnetic flux and
n=2f+m+2iEf+', 1 f. §!S m ,(2.24) current of the suspension magnets.

where f and T represent the degrees
of freedom of the vehicle and of the
guideway element, B~ is the number of
guideway elements within the system
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3. CONTROL SYSTEM DESIGN Naturally, centralized control and level
control are often combined as well as

The most important technical design decentralized control and gap control.
criteria for the control system are In early test vehicles, cf. Table 1,

centralized mode control was implemented,* asymptotic stability of all while in recent vehicles decentralized
motions, best possible safety gap control has been used. For any control
and reliability, sufficient concept the control system design must
ride comfort, low power con- start with lower order models. The control
sumption. design philosophy is outlined in Fig. 5.

Since the Maglev vehicle is unstable As a first step, the sophisticated higher
without active control of the primary order model I , cf. (2.22), has to be
suspension, the first criterion is simplified to a lower order model i .
essential to operate the system. But the The problem of order reduction can be
other criteria are important as well. solved either mathematically by mode
The vehicle must not touch the guideway, truncation (condensation) or, as in the
not even under unusual dynamical con- present case, by physical assumptions
ditions. The comfort specifications such as zero speed and/or a rigid guide-
based e.g. on ISO 2631, have to be met, way. In addition, the disturbances are
alc:ig with redundancy specifications. usually neglected since they are assumed
On the other hand the costs have to be to be small. Thus, the simplified low
as small as possible, calling for low order model can be stated as
power consumption.

There are different feasible control
concepts for Maglev vehicles which - , v = 1,2,..., r (3.1)
should be touched upon:

i) Centralized mode control or X(t) = b(t) k(t).
decentralized single magnet The system order now is
control (magnetic wheel).

ii) Level control or air gap control. = 2f+ +2f , 1 m . (3.2)

i) In a centralized mode control all data
processing is done in an onboard com- In man cases the relation between x
puter so that information about distinct and x can be given explicitely as
modes, e.g. heave or pitch, is available.
The central computed mode signals are S(t) = T x(t) (3.3)
fed back in mode controllers. Thus,
changes in feedback gains for example, where T is a Pixn-transformation matrix.
can easily be realized. The suspension The impact of different measures on
magnets are usually fixed on the car system simplification is shown in detail
body. In a decentralized control regime in Table 2. As can be seen, best results
the magnets are decoupled from each are gained by assuming a rigid guideway,
other and flexibly mounted on the car particularly in connection with single
body. Each magnet has an individual magnet control, cf. the example in Chapter 5.
power supply, sensors and controller. Then, the simplified system can be mathe-
These components result in a single unit matically described by a
which is sometimes called a magnetic
wheel. Here, redundancy is realized by linear constant reduced order
configuration. Single magnet control also state equation without jumping
offers benefits in the control system states.
design. The next step after system reduction, cf.
ii) Level or z-control provides an active Fig. 5, is the actual control synthesis.
decoupling from the real track, i.e. each Only a few remarks concerning this topic
magnet and thus the car body are kept at shall be made here. More details about
a constant level, z=const., above an these methods may be found in [42] and
ideal track. Level control results in practical solutions are given in Gottzein
good ride comfort, since the vertical et.al. [6-11]. The aim of the control
accelerations are very small. However, synthesis is the computation of a control
the nominal air gap has to be large law, i.e. a relation between the control
(- 15 mm). In contrast, the gap or s- vector u(t) and state vector t(t) or
control keeps the nominal gap width con- output vector Y(t) . Only linear control
stant, s=const, and results in best laws are considered,
safety conditions. The nominal air gap
can be small ( 6-8 mm). In order, to u(t) = -K (t) S(t) , (3.4)
meet the comfort specifications, an
active secondary suspension might be u(t) = -Ky(t) y(t) , (3.5)
necessary.
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R E AL S YS TE M

CONTROL GOAL FORMULATION

OPEN-LOOP SYSTEM DESCRIPTION

DYNAMICS MEASUREMENTS DISTURBANCES

SOPHISTICATED HIGH ORDER MODEL F_

SIMPLIFIED LOW ORDER MODEL ~

EXAMINATION OF BASIC PROPERTIES

CONTROLLABILITY OBSERVABILITY

CONTROLE OBSERVER

CLOSED-LOOP DYNAMICS (LOW ORDER)

CLOSED-LOOP DYNAMICS (HIGH ORDER)Z

SYSTEM AND PERFORMANCE ANALYSIS

Fig. 5 - Flow chart of system analysis

where the feedbacK matrices K (t), stant gains can be obtained using pole
Ky(t) comprise the control gafns. assignment, for example, or optimal con-
Although it is possible to solve the trol with respect to quadratic cost
optimal state feedback problem for linear functionals. Both methods are suitable
periodic time-varying systems 1(t) (3.1) for multivariable systems and allow the
with 3umping states, resulting in a design of state controllers as well as
periodic gain matrix K (t+T)=Kx(t) , state observers. In the case of output
cf. Meisinger (27], (2819, one is more feedback design, parameter optimization
interested in constant gain matrices methods may be used.
Kxconst, K =const, since they are much
easier to !Xplement. Starting from f As the final step in getting the

° (3.1), where A=const, U = E , the con- closed-loop system description, the con-
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TABLE 2
Impact of different measures on system complexity reduction

MEASURE IMPACT ON

SYTEM ORDER TIME DEPEDENCE JUMPS

MODE TRUNCATION 1 or 2 NO NO

SINGLE tWR- CCNTROL f NO NO

SPEED v = O NO = onst = E

RIGID GUIDEVY f O = const U = E

trol law (3.4), (3.5) based on the redu- But only the main results are shown;
ced order system t (3.3) is intro- derivations and proofs may be found in
duced In the original higher order sys- [421.
tem 1 (2.22). This results in

4.1. HOMOGENEOUS SOLUTION AND
k(t)=4(t) x(t)+V(t)F +W r(t) STABILITY ANALYSIS

x+ = U x + = xo . r(t) (3.6) Consider the homogeneous part of the
closed-loop system (t) (3.5)

Whenever eq. (3.3) applies, equations
(3.4), (3.5) may be used to obtain k(t)=R(t)x(t), A(t+T)=A(t), x,+=U 2E-'

A(t) = A(t) - B K x(t) T , (3.7) O+= x v = 1,2,.(4.1)

.(t) = A(t) - B K (t)C(t)T , (3.8) The solution of (4.1) is obtained by
- -Y piecewise calculation using the time

where the periodicity condition R(t+T)= representation (2.9) and Floquet theory,
=A(t) holds. However, even if an optimal cf. [42],
state feedback law (3.4) with respect to
(t) is computed and implemented in the x(t=t+vT)=O(t)[U 4>(T)] xo , 0 _ T < T

original higher order system Z(t) ,
then this results in an incomplete state v = 1,2,..., (4.2)
feedback with respect to 1(t) and
nothing can be said about the stability where the transition matrix O(T) follows
of i(t) or other properties. Thus, a from
performance analysis of the closed-loop
system T(t) is required. $(T)=R(T) O(T), 0(O) = E . (4.3)

4. SYSTEM ANALYSIS For U = E eq. (4.2) represents the well-
known result for a periodic system without

The dynamic analysis of the closed- jumping states. The stability of the sys-
loop system i(t) is carried out star- tem (4.1) can be determined by investiga-
ting with the homogeneous solution ting the solution (4.2) for t - - or
followed by a stability investigation, equivalently for v - - . It is obvious
The performance of the Maglev vehicle- that the stability behavior depends
guideway system depends essentially on uniquely on the eigenvalues o of the
the system responses to the present growth matrix U O(T) which is abbrevia-
disturbances. Since linearity is given, ted by T . The characteristic equation
the responses due to deterministic and thus becomes
stochastic disturbances can be calcula-
ted separately and then superposed. det(oE - T) = 0 , (4.4)
Generally, exact methods are preferred,
but some approximate results are also and the following stability theorem
dealt with. Usually, for steady-state applies, cf. [421 and Hsu [15]:
response calculations, numerical simu-
lation methods are employed. Here, the Theorem: The homogeneous system (4.1) is
wellknown analytical methods for perio- i) asymptotically stable if and only if
dic systems based on Floquet theory are all eigenvalues of the growth matrix T
applied and extended to jumping states, have absolute values less than one,

1 < 1, 1 = 1, ..,n
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ii) stable if and only if all eigen- The application of the usual simulation
values have absolute values not greater methods requires that eq. (4.8) be
than one, Ia10 1 1, i = 1,...,n , and numerically integrated over a sufficient-
for all eigen'alues Ar with absolute ly long time. However, the steady-state
values equal to one the defect dr of response of an asymptotically stable sys-
the characteristic matrix (orE - .1) is tem can also be found from the general
equal to the multiplicity mr of these solution, cf. [42],
eigenvalues, dr = mr . V k
iii) unstable if and only if there is x(t=t+vT)=k()[ Vx + E !kc(T) +d(t)]-- ~ - -o k1 -

at least one eigenvalue which has abso- = 0,1-..., =
lute value greater than one, Iaij > 1 , v
or there are multiple eigenvalues a 0

which have absolute value equal to one
Iosi = I , and the corresponding defect
ds of the characteristic matrix where the time representation (2.9) has
(usE - T) is less than the multiplicity again been used and where the calculation

of These eigenvalues, ds < ms has been performed for each section indi-
vidually. The steady-state solution x (t)

We are interested only in asymptotic is obtained for t - - or equivalently
stability. For this purpose, it is v -* . Then, since asymptotic stability
convenient to introduce the spectral is assumed, the first term in brackets
radius spr(j) of the growth matrix, vanishes and the remaining infinite geo-

metrical matrix series converges to
spr(f)=maxloil , i = 1.. .. n . (4.5) -1 -I

S d 1 =(E-T) -E=(E-4) T (4.10)
The practical stability analysis re- k=1 . ...
quires the following steps which can Thus, the steady-state response corres-
easily be written into a computer pro- ponding to deterministic disturbances is
gram: given by

i) Computation of the transition matrix (t)=lim _ _

O(T) by integration of (4.3) over x=
one single period.

ii) Construction of the growth matrix = x (t+T), O < - 5 T , (4.11)
= U O(T). which is a periodic function of time.

iii) Computation of the spectral radius Here, numerical integrations have to be
spr() (4.5). carried out only over one single period.

iv) Stability test: System (4.1) is The simulation method can be recommended

asymptotically stable if and only if only for highly damped systems, while the
computation of the formal solution (4.11)

spr(l) < 1 (4.6) yields good results in all other cases.

is the case. 4.3. STEADY-STATE RESPONSE TO

Some sufficient stability conditions STOCHASTIC DISTURBANCES

follow immediately: For any lub norm Analogous to (4.8) the stochastic
II.II the conditions spr()II ' II = nao the stmhastic
=11 U0(T) II and II U II = I are satisfied part of the closed-loop system £(t) (3.5)

is
cf.-(2.23), (2.11); it follows that sys-
tem (4.1) is asymptotically stable if k(t)=R(t) x(t)+bs (t), R(t+T)=A(t),

II II < 1 or II !(T) II < 1 (4.7) bs(t)- (0, 0b ) ' += UX-

holds. From II TII 511 O(T)II it can be con- x =x '-10, P v.= 1,2 (4.12)
cluded that the stability behavior in -o+=Xo - ,xo
general is not affected by state variable Here, b (t) is assumed to be a Gaussian
jumps of the present type, something white noise vector process with zero mean
which is also evident from physical con- characterized by the constant intensity
siderations. matrix Q " The initial condition x is

4.2. STEADY-STATE RESPONSE TO now a ran om vector, where a vanishin
DETERMINISTIC DISTURBANCES mean value is assumed and where P is

the covariance matrix. Since the system

The inhomogeneous deterministic is periodic and linear, the response x(t)
part of the closed-loop system Z(t) is generally a nonstationary Gaussian vec-part ctor process which can be characterized by
(3.5) can be written as the mean vector m x (t) and the covariance

b(t)+A(t)x(t)+bd(t), A(t+T)=(t), matrix =U(t) I

d (t+T)d(t) m(t) = Ex(t) (4.13)
= o = 1,..... (4.8) -t E t

9 (t)=E{[x(t)-mx(t)][x(t)-mx(t) ] =PT(t).
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However, due to the vanishing initial which can easily be solved using Smith's
mean vector, m x (O)=O , the mean vector method [47], for example. Comparisons by
m.(t) vanishes identically. The means of examples show, that ? is a
covariance matrix Px (t) is the solu- good approximation of Px (t), -
tion of the Liapunov differential equa- Chapter 5.
tion

P (t)=R(t)P x(t)+P x(t) (t)5. EXAMPLE
u T x - As an example a vehicle model EL

x+ - xo+=xo ,  ... (4.14) with f=13 degrees of freedom and m=8 sus-

where the jump condition for the pension magnets is considered, cf. Fig. 6,
covariance matrix follows upon intro- and single magnet control is chosen for
duction of the state jumps in the defi- the control implementation. The vehicle
nition (4.13). Eq. (4.14) is the start- may be operated on a single span guideway,
ing point for the numerical calculation where h=2 spans are coupled during the
of (t) . However, the analytical period T . If we only regard T=2 modes

is preferable here,cf. [42]; to describe the guideway deflection andsolutivon is use the simple shape filter of order 9=1,
it is given by then the total system order is nL= 43 .

(+MT)=0 (T) [ kC (T) k)T+C() 10 T Prior to analyzing the model EL, as is
( T ( k ( (t) done in [42], two simplified models, IM

V 011..., (4.15) and Es , are investigated. The point
* . (mass model Z (system order ns=3)

C U=-1(*)Qb( -1 )T , characterizes a single magnet on an ideals -b ' - - T smooth and rigid guideway and serves as
model for the control design. The inter-

The steady-state solution P (t) mediate model IM (system order 6:n 12,
follows from (4.15) for t -. or depending on the number of included

guideway modes f) contains all m=8 magnets
T) in parallel which is sufficient to levi-

Px(t)=lim Px(t=t+vT)([Ss+Cs (t)] _) tate the total vehicle mass M. Since there
V . is only one contact point on the guideway,

=Px(t+T) , (4.16) model ZM can be considered as a worst
case model with respect to guideway

where asymptotic stability has again loading. It allows a check on the developed
been assumed. Here, Ss  is solution of analysis methods and provides information
the algebraic Stein equation, about the influence of different design

= E T ( -T ( parameters. In the following, the models
S ST)- T  (4.17) Z and I are investigated and a few

rasults are shown. More results and an
The steady-state solution P (t) is extensive discussion may be found in [38]
periodic and can be obtainedxgy a numeri- and [42].
cal integration over only a single
period along with some algebraic opera- 5.1. CONTROL SYSTEM DESIGN FOR SINGLE
tions. The simulation method can be MAGNET MODEL I
recommended only for highly damped sys- s
tems of low order, while in all other The mathematical description of model
cases the solution (4.16) is more advan- Zs  is
tageous. In any case, the time dependent
solution is laborious. Thus, a simple k(t)= A x(t) + b u(t)
time invariant approximation shall (t 0 1 0 (t
briefly be mentioned. It starts with [
the reduced order system Y(3.1) , where (t 0 0 -1/m (t)| + u(t),
a rigid guideway is assumed but the (t -k kf J (tJ k u
stochastic disturbances due to guideway -k k f "fft))
irregularities are not neglected. The
state equation of the closed-loop sys- i M/8 . s  (5.1)
tem then has the form s s

X(t)A .(t) .(t) o-(O,Pxo) , System E is completely controllable;= _ x _t-0 --t)thus, a c~mplete state feedback is possi-

s )-(O, b) ,(4.18) ble,

which is time invariant and exhibits no u(t)= -k Tx(t)= -k1z(t)-k 2 (t)-k 3f(t).(5.2)
jumps in the state variables. The steady-
state covariance matrix V now is Here, pole assignment methods are used in
constant and follows from-Be algebraic the computation of the feedback gains A
Liapunov equation k =1,2,3. If the desired eigenvalues, Ai,

^ A T ofthe closed-loop system are chosen, and
X+P_ +2 = 2 (4.19)
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TABLE 3
System parameters

SPEED RATIO O = = v/____L
w1 w1
M
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k k.

MAGLET PARAMETERS Ks - K k.

4 2
ROUGHNESS PARAMETERS - Y 'q 2L 02g2 Y

2L v
2g2  aY
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Fig. 7 - Results of the stability analysis
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the corresponding characteristic poly- mid span,
nominal is p(M)=(0-X1 ) (A-12) (A- 3) =
X3+j X2+g A+S3 , then a comparision of MgL 3  2 4 ML 3

coeflicieAts yields sm 48EI E I

k (msa3 +ks) The nondimensional mathematical closed-u ( 3loop description of model X then is
k2 =- 1(m-k' given by M

2 U (ms 92 -k
k = ( 1 -kf) ,

(5.3) , 3E - V, = 1,2,...,
k = - m [ _ms 1 3 + k s] w h --- -

I Iku  s 23M (5.9)

2 k - s 1 2 23+31 where

3 [ 34+X+fk3 = - k 2+3 _(E)=[z(E) z'(E) z(E) (E) z(t) w(1)]T/wsm,

In many investigations the eigenvalue bt)=[ 0 0 0 0 siny 0 ] T
pattern T

s = 0 0 -TY6 0 0 _y IT
2 , !2, 3 =(-1*jV^J)6 (5.4)

has proven effective, where the only re- U=diag[1 1 1 0 0 1 1
maining adjustable parameter is 6

0 1 1 0 0 0 I0
5.2. SYSTEM DESCRIPTION FOR THE MODEL I I I

0 0 I 1 0 -_0 i
The control gains (5.3) are kept 0 -

unchanged for the intermediate model EM X(I)= -88 -88 -48 la(f) b(f)' c (5.10)
but the guideway elasticity is regarded. - 0 1 0
However, different output vectors, (t) 0 0 I I
and y (t) , are fed back correspondTAg I I
to lev8l or z-control and gap or s-con- 0 0 ld(! )-1 -2C 0trol, I--

tT0 0 0 - 0 I-

U z(t)=-kTz(t)=-k1 z(t)-k 2 i(t)-k 3f(t),

s (t) =-k T (t)=-k 1s(t)-k 2s (t)-k 3f (t).

(5.5) b(T) = Y7sinaT d(f)= -21isina
Using s(t)=z(t)-Iw (t)+w (t)] , cf. 2 2
(2.4), (2.5), and t~e Boofean variable Ys = Is(r- 1)+r 8 2, Y A=-KA(r-l)+r 88
r , the control law for model EM can
be written as 5.3. SYSTEM ANALYSIS FOR MODEL EM

u(t)=u z (t)+rfk l[W d t)..w sWt + The following analysis is carried out

+k 2[d(t)+;,st)]} , (5.6) using the parameter values

where r=O means z-control and r=1 Ks=0.0269, KA= 0 .0O 2 18, 7=0.492a,
represents s-control. 2
The total system description for model 1 =. 788/(i2), i=O.O5, =5 rad/sec,
I is analogous to Chapter 2. Here, the L = 30 m (5.11)
r~sult is shown for the case where only
the first eigenmode of the single span The remaining parameters a 8 and

* guideway element (length L, mass PAL, the rean varametr a varied in
bending stiffness EI, first eigenfre- the Boolean variable r are varied in
quency w1=(w/L)

4EI/pA , first eigen- order to exhibit their influence on the
function w1 (t)=sin nv T) is included, system response.

In addition, the nondimensional time 5.3.1 STABILITY ANALYSTS

t-W t-+vT, 0 s5 -T = The stability analysis is performed
v as outlined in Chapter 4.1. The results

d d are shown in Fig. 7, where the spectral
to ()')" = WI ) - I () '  (5.7) radius spr(U (T)) of the growth matrix

has been introduced and all displace- is plotted versus the speed ratio a . In
ments are normalized with respect to Figs. 7a)-d) only the first beam mode is
the maximum static beam deflection at included, f=1, while Figs. 7e), f) show
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the results when the first two modes, for the vehicle accelearation variances
f=2, are taken into account. In either which are of particular interest for
case the damping ratio is assumed to be ride comfort evaluations. The results

=.12=O20.5. It can be seen that the spec- agree very well with the exact value. A
tral radius spr(U O(T)) increases with numerical comparision shows, cf. [42],
higher speeds , larger mass ratio that the relative error of the approxi-
and smaller control parameter c . For mation is smaller than 10 % for parameter
f=1 asymptotic stability is given for combinations -, < 0.5. Thus, for many
all considered parameters, while for purposes the approximate solution is
f=2 the parameter combinations 1 , sufficient.

= I , = 1.42, r = 1 leads to
instability. Fig. 7a) shows that the 6. CONCLUSIONS
results are highly incorrect if the jump
phenomenon is neglected. Furthermore, Maglev vehicles are complex dynamical
the spectral radii are generally smaller system comprising the vehicle, magnetic
for level or z-control than for gap or suspension and guideway dynamics as well
s-control. In case of z-control (r=O) as measurement, disturbance and control
the lub-approximation i U D(T) II dynamics. The mathematical description
agrees very well with the exact results, of the open-loop system results in a
Fig. 7b). linear, high order state equation with

periodic coefficients and periodically
5.3.2 RESPONSES TO DETERIMINISTIC jumping states. However, the control sys-

DISTURBANCES tem design calls for low order models,
which are obtained mathematically by mode

In order to observe the transient be- truncation or, physically, by assuming a
havior, the time histories of the verti- rigid guideway or zero speed and vanis-
cal vehicle motion and the guideway hing disturbances. The controller design
motion under the vehicle are plotted results in output feedback or reduced
until steady state is reached. The state feedback laws which complete the
results are shown in Fig. 8 for level or closed-loop system description. An inte-
z-control and in Fig. 9 for gap or s- grated analysis is given, where stability
control, where f=2 guideway modes are and steady-state responses to deterministic
regarded and the speed ratio a is and stochastic disturbances are investi-
varied. In either case steady-state is gated. Here, common simulation techniques
reached after two or three periods and can be used or the wellknown methods for
the control goals are almost completely the analysis of linear periodic systems,
realized. However, for s-control, Fig. 9, which are extended to jumping states.
the car body acceleration increases con- Beside the exact covariance analysis a
siderably with the speed i which may simple approximation is proposed.
restrict the validity of the model. The
results for other parameters and particu- The methods are applied to a simple
larly an extensive guideway analysis are worst case model which exhibits the
given in [42]. influence of the different design para-

meters. The numerical results show
5.3.3 RESPONSES TO STOCHASTIC asymptotic stability except for unreal-

DISTURBANCES istic design parameters. Furthermore,
the responses to deterministic distur-

In accord with the previous section, bances prove that the control goals are
time histories of vehicle motion varian- met. A comparison of the responses to
ces are given in Fig. 10 for level or z- stochastic disturbances based on the
control and in Fig. 11 for gap or s-con- exact covariance analysis with the pro-
trol. Again, steady-state is obtained posed approximation shows a very good
after two or three periods. Due to the agreement. For many applications the
active decoupling, the steady-state simple approximate solutions seems to be
variances are nearly constant in the sufficient. All numerical investigations
case of z-control, while for s-control lead to highly incorrect results if the
periodic steady-state variances appear. jumping state phenomenon is neglected.
It can be seen, that the variances in-
crease with the speed i . In Fig. 11 REFERENCES
the dotted lines show the variances for
neclected jumps, clearly leading to 1. Bahke, E.: Transportsysteme heute und
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DYNAMICS OF LONG VERTICAL CABLES

F. H. Wolff
Westinghouse R&D Center
Pittsburgh, Pennsylvania

Natural periods of vibration of cables are determined from the homo-
geneous solution to the equation of motion for a flexible string (with
gravity effects) which is fixed at both ends and stretched under
applied tension (TO). Curves containing fundamental periods of vibra-
tion for cables of various weights per unit length and applied tension
conditions are presented as a function of cable length. Comparisons
to the solutions of the classical vibrating string are made to illustrate
the discrepancies that would occur if the massive cables were modeled
as the classical vibrating string.

LIST OF SYMBOLS strings which are fixed at their extremeties. Ir
addition, the cables consist of a weight per unit

x = distance along cable (ft, m) length (y) and are assumed to be stretched
under a tension (TO). Also, the effects of

y = lateral displacement of cable gravity are included which causes the total ten-
(ft, m) sion (T(x)) to vary along the cable - a depar-

ture from the classical vibrating string formula-
t = time (sec) tion which assumes a uniform tension along its

length. The governing equation of motion for
y = weight per unit length of cable the cable modes of vibration is a Bessel equation

(lb)ft, N/m) whose solution involves Bessel's function of the
first and second kind. The natural periods of

T = applied tension (lb, N) vibration are presented as a function of cable
lengths for various weights per unit length and

T(x) = total tension (lb, N) applied tension values.

L = length of cable (ft, m) The natural periods of vibration for the long
cables with gravity effects are compared with

= mode shape those of the classical vibrating string. The
solutions agree closely for the shorter lengths;

G = time varying modal amplitude however, for the longer cable lengths, the com-
parable modes of vibration differ substantially.

W n = cable natural frequency (rps) In addition, an approximate solution is pre-

th th sented for the natural periods of vibration for
n Period = natural period for n t mode the long cables which agrees closely to the more

(sec) rigorous Bessel solutions over a wide range of

Fundamental = natural period for 1st mode cable parameters.

Period (sec) CABLE FORMULATION (WITH GRAVITY
EFFECTS

(') = derivative with respect to time
Consider a flexible cable of weight per unit

() = derivative with respect to length y and length L to be vibrating laterally
space variable with displacement motion y (x,t) - Fig. 1A.

The partial differential equation which describes
INTRODUCTION these lateral motions can be derived with the

aid of the free body diagram - Fig. lB.
To determine the cable natural periods of

vibration, they are represented as flexible
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A summation of forces in the vertical direc-
tion x gives

y dx + T cos 0

(T+dT) Cos (0 + 2-dx) = 0 (1)
axx .......... ..... ...... T, d T +dT

which after assuming small angle motions, ax

Cos 0 % 1 and Sin 0 Pd 0
2

rearranging, and reducing provides the varia-i 2 ItX

tion in total tension along the cable as g at
(Inertia ForceldTIL

T = (2) y dx (Gravity Force)

Integrating Eq. (2) over the cable length gives T
the total tension (including both the applied
tension To and tension due to cable weight) as X=o IA Y 113
a function of position x.

yx + T Fig. 1 - Flexible cable (length L, weight per
unit length y) supported at both
ends while stretched under tension

A summation of lateral forces To and free body diagram of cable
element of length dx

(T + dT) Sin (0 + a-dx) - T Sin E
ax

NATURAL VIBRATION CHARACTERISTICS
a2

IL dx -- = (4) The cable natural frequencies and charac-
g at teristic mode shapes can be determined by find-

ing the solution to Eq. (6). In any normal
for small angle motion and neglecting differ- mode
entials of higher order (dx 2 ) results in

2 Yn (x,t) = n (x) G (t) (7)

gy. E)+ TdT (5
gat f a where on (x) is the characteristic shape for

the nth mode and Gn(t) is the time varyingmodal amplitude. Substitution of Eq. (7) into

where g is the gravitational constant. Since Eq. (6) leads to

the slope of the cable is 0 = 11 substituting E.()last
ax'

Eq. (2) and Eq. (3) into Eq. (5) gives a(t) tn(X) -

=g + (x+ T- x

for mode n. Equation (8) furnishes two ordinary
which is the governing equation of motion for differential equations
the lateral vibration of the cable shown in
Fig. 1. 2

nM + wn n(t) = 0 (9)
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T ,, T

x+ n ) + (X) n (x) = 0 (10) Yn( 0 ' t) = 
(0 )  = AnJ ( n

yo)I'~x +41n nn (2 Jog) (7
The solution to Eq. (10) provides the charac- / TO (17)

teristic shapes. + BnY °  - ) = 0

Introducing a change of independent variable
to X by substituting for Yn(L,t) (L) =AnJo (2 . ___

n~Lt ~n(L n A %~ (n -4 gy)T (18)
x =X (11) yo) T

into Eq. (10) gives n o n /

2 yields the characteristic shapes
w

n ( (X) + ( (X) + - (X)=0 (12)0( fB\ n

A further change in the independent variable An (
according to Y

2 n 2ny+z2 = --  X =  X + (13) _ (2

9 9 Y 0o\ n g;T1oY-)

where Yo0(2 w -' gyT2

dZ 2n 1 and the frequency equation
d= 2 g Z

2 f(wn) Yo(2 n" 4 o Jo)n
t2h

Sn(X) = 2 -- (Z) (14) (20)

22 - Yo (2 w( -oJoYn =0
n(X)= (2 ) n(Z) - Z Cn( z )} The roots of the polynominal f(wn) = 0 are

identically the natural frequencies w for all
results in the more familiar form of Bessel's
equation of order 0. (2 ,T) # (2 YT #0YO (2 0 and Yo ( n gy 0

(Dn(Z ) + 1 nZ ) + (Pn(Z ) = 0 (15)
Z (15) Note, a trivial solution exists for

The complete solution to Eq. (15) involves
Bessel functions of the first J (Z) and second T) / yL+T
Yo(Z) kinds of order 0 . _IJo (2 n g a ( 2  0

tn(Z) = An0o(Z) + B Y(Z) The roots of Eq. (20) were found numeri-

cally for a range of values of L, y, and T0or to obtain the fundamental natural frequencies
or periods. The corresponding mode shapes

y=-x+T) were determined from
n ( x ) =An Jo (2 1 _X gT /o

n ( n y (16) n(X) = J( 1oo

BnYo (2 -n Y i + / (21)

+ Y(B) Y-
A n Jg y
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NATURAL PERIODS OF VIBRATION

Fig. 2 illustrates the fundamental natural Cable Length (lV
periods of vibration (solution to Eq. (20) for 100 200 300 400
n = 1) of the flexible cable (with gravitational 40 1 I
effects) as a function of cable length for a
range of vHeavy Chain Solution

o Per = T 1. 08 IL in ft)
gT~f~Per= 1.677 fl. (Linm)

y sec

values. Incidentally, the v parameter is the
wave velocity of the classical vibrating string. N

As the applied tension to weight per unit
length ratio (T /y) is decreased, the cable h 20
length becomes the dominant variable. Accord- z
ingly, in the extreme case where the applied 'a
tension is zero, Eq. (6) reduces toE

2 2. 21

I = gx 10

which is the equation of motion for the heavy zS
chain vibrationt 2 l. The fundamental natural
period for the heavy chain oscillation is a 0
function of length only 200 6W am 100 20

Fundamental Period (22) Cable Length Ift)
F 1.0-8 (22) Fig. 2 - Fundamental natural periods of

vibration for a flexible cable (y
as shown on Fig. 2. weight/length) fixed at both

ends under tension To
For very large values To/y, the fundamental

natural periods decrease and the curves and second modes of a cable with Ig-o/Y
approach a linear function of length as = 100 ft/sec, indicates the weight parameter
exhibited by the classical vibrating string accentuates the asymmetric shape of the cable
solutions shown later. vibrations. In this case the peak amplitude

for a first mode vibration would occur at the
The natural periods of vibration for the x =2 0.23 L point.

higher modes (2nd, 3rd, etc.) are very nearly
related to the fundamental mode according to COMPARISON TO FUNDAMENTAL MODE OF

CLASSICAL VIBRATING STRING
nth period = Fundamental Period

n The fundamental natural period of the classi-
cal vibrating string which neglects gravity

for n = 2, 3, etc. (23) effects by considering uniform tension along
its length is given by

CHARACTERISTIC MODE SHAPES

Fig. 3 demonstrates the characteristic shape Fundamental Period 2 L

associated with the first two modes of vibration T 0
of a cable with v/gT-0 y = 500 ft/sec. Note, if Y
a first mode vibration was prevalent the peak (24)
motion would not occur at the center of the 2 L L
cable; but, instead somewhere (x 2 0.4 L) wave velocity v
below the mid-point. Similarly, for a predom-
inant second mode vibration, the peak which is a linear function of length.
responses would not be located at the 1/4 and
3/4 positions. Fig. 4, which shows the first
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1.0 TLO0 S0.9 +

0.9 + 01

0.8 Max. + Ix
occur OcursI

Occurs -0.7 Near +.0.7 -- - - + .

Near 0.7L 0.6
~ 0.6 0.6 L

0.6 + r - +

0.5 4 c 0.5 4-

Max. KOccurs
- 0.4 N 0.4 st +Nea 0.4L.

" ,Nea .st I 2M

S0.3 t 0.3 -+ .- 2Mode
sM Max. Occurs Max. Occurs -4

0.2 Near 0. 2.2 Near 0. 23L +
I Max. Occurs

0.1 +$ 0.1 + Nar

01 0
-L2 -0.8 -0.4 0 0.4 0.8 L2 -L2 -0.8 -0.4 0 0.4 0.8 L2

Normalized Mode Shape Amplitude Normalized Mode Shape Amplitude

Fig. 3 - 1st and 2 nd mode shapes for a Fig. 4 -
s t and 2 nd mode shapes for a

cable with v = 500 ft/sec (152.4 cable with v = 100 ft/sec (30.5
m/sec) m/see)

Fig. 5 demonstrates for a selected few cable Z > 8.654 and Z > 10.222 the first kind Jo(Z)
configurations (v = v/Ty = 500, 200, 100) the and the second kind YO(Z) are for all practical
natural period comparison between the varying purposes periodic with period 27. As a con-
tension cable (cable with gravity effects) and sequence of this near periodicity there exist
the classical vibrating string in the fundamental trignometric approximations to these functions
modes. Once again for large values of To/y for large values of the Z argument[ 3 ].
(hence v), the curves nearly coincide; however,
for smaller values To/y, the curves diverge For large values of Z; e.g., Z > 15.
rapidly as the cable length is increased. Also,
for the very short cable lengths the two formu-
lations give close results; i.e., as the length Jo(Z) [Sin (Z + 1) + 1 Sin (Z I
- 0 the varying tension curves asymptotically

approach the classical vibrating string straight (25)
lines. ASin (Z +i ~.T J Cos (Z

The foregring remarks indicate that large
discrepancies would occur if the classical vibra- and
ting string solutions were used to predict nor-
mal modes of long heavy cables. 2 1 1 1Yo(Z) J -2 [Sin (Z - 1) L Sin (Z + 1,0]

APPROXIMATE SOLUTION TO FLEXIBLE CABLE 0  i [Si (Z + 4

(GRAVITY EFFECTS) (26)

Fig. 6 shows the first and second kind r Sin (Z -4w)
Bessel's functions of order 0 for values of the
argument, Z < 8. Further, for values of
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Cable Length I m) 1.0
100 200 300 400

40 0. 8 Jo (Z

v= gT 0.~ b ( ZI

30 A Classical Vibrating String i Uniform Tension) 0
B Flexible Cable I Varying Tension Along Length,

T=1T°+Txi, - 0.2
M 0

20 . -0 ?

E -0.4

a 10
I 10 - -086

CJY -1 0
0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 &0

Values of Argument (Z)
200 400 600 800 1000 1200 1400

Cable Length (ft) Fig. 6 - Graphical representations of
Bessel's Functions of the Ist

Fig. 5 - Comparison of fundamental per- ad 2nd kinds of order 0

iods between uniform (classical
vibrating string) and varying Therefore,
tension formulations

S - 2ni (31)
2 in gnZ,2n I(27)

2 (27) Since 2lr/nth Period, the fundamental period

become p

/yL+T o

Z = 2 0yLT (28)[
2 n 9gy Fundamental Period 4 gi ° 7-

Eq. (20) becomes (32)

Y(Z 2 ) J(Z Y J(Z 2 ) = 0 (29) T.7049( + T -

Substituting Eq. (25), Eq. (26) in Eq. (29) gives Table I lists the fundamental periods for the

2 Tr flexible cable with gravity effects using the
- Sin (Z 2 - j) Cos (Z I - approximate solution from Eq. (32). the more

S(4 1rigorous solution to Eq. (20), and the funda-

2 Imental periods of the classical vibrating string
--- Sin (Z - ) Cos (Z 2 - 1) (30) of the same dimensions.

2 For the range of values shown in Table I the
= Z Sin (Z 2 - Zl ) = 0 fundamental periods obtained from the approxi-

mate solution are within 5% of those from the
more rigorous solution to the Bessel equation.
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TABLE 1
Fundamental Periods of Flexible Cable (With Gravity Effects) Using

Eq. (20), Eq. (32) and of the Classical Vibrating String

V Fundamental Periods (See) For Various Cable Lengths (ft)
ft /sec
(m/see) 50 100 200 400 600 800 1000 1200 1400

500 A 0.20 0.40 0.80 1.60 2.40 3.20 4.00 4.80 5.60
(152.5) B .. .. .. 1.58 2.35 3.12 3.88 4.63 5.37

C .. .. .. 1.58 2.36 3.12 3.88 4.627 5.368

200 A 0.50 1.00 2.00 4.00 6.00 8.00 10.00 12.00 14.00
(61) B .. .. .. 3.72 7.02 7.02 8.54 10.00 11.41

C .. .. .. 3.72 5.41 7.01 8.53 9.99 11.38

100 A 1.00 2.00 4.00 8.00 12.00 16.00 20.00 24.00 28.00
(30.5) B .962 1.86 3.51 6.38 8.88 11.12 13.18 15.09 16.88

C .96 1.86 3.50 6.37 8.85 11.07 13.09 14.97 16.73

50 A 2.00 4.00 8.00 16.00 24.00 32.00 40.00 48.00 56.00
(15.24) B 1.75 3.19 5.56 9.29 12.31 14.93 17.27 19.42 21.40

C 1.75 1.75 5.53 9.19 13.13 14.67 16.93 18.98 20.88

20 A 5.00 10.00 20.00 40.00 60.00 80.00 100.0 120.0 140.0
(6.1) B 3.11 5.06 7.97 12.23 15.57 18.41 20.43 23.23 25.34

C 3.08 4.99 7.79 11.83 14.96 17.61 19.94 22.06 24.00
m) (15.2) (30.5) (61) (122) (183) (244) (305) (366) (427)

A = Classical Vibrating Solutions.

B = Flexible Cable with gravity effects using Eq. (20).

C = Flexible Cable with gravity effects using Eq. (32).

EXPERIMENTAL RESULTS OF LONG VERTICAL of cable, the cable was pulled back and
CABLE released from a location ^'363 feet. The cable

was found to have a fundamental period of
To verify the theory, experiments were con- 10.9 seconds. Secondly, a cable (1376 foot

ducted on a long vertical cable. Snap back length) was excited from a location about 700
vibration tests were performed on two lengths feet. The measured period was 17.9 seconds.
of cable. Table II lists the measured and The theoretical fundamental periods of vibra-
theoretical fundamental periods of vibration tion for these two cable lengths are 11.14 and
of the two lengths. Initially, with 718 feet 17.71 seconds, respectively. Figure 7 shows

the theoretical curve for the cable tested.

TABLE II
Theoretical and Measured Cable Fundamental Periods of

Vibration for Long Vertical Cable

Cable Fundamental Periods (Seconds)
Percent

Length v Theoretical Measured Difference

(Ft) I (m) Ft/Sec m/sec

718 218.8 84.03 25.6 11.14 10.9 2.20

1375 419.1 84.03 25.6 17.71 17.9 1.06
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CONCLUSIONS

The fundamental natural periods curves of
Fig. 2 (obtained by solving Eq. (20)) or the

Cable Length (m) approximate solution of Eq. (32) provide

20 200 300 400 accurate means of determining the resonant
2 I conditions of long cables. The mode shapes

obtained from Eq. (21) indicate where cable
19- motions would be the greatest.

/ ....ure The analysis shows that a classical vibrating
18- Measurestring formulation of the cables could produce

misleading results, particularly for the long
17 and heavy cables.
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11 MesuredDiscussion

11 Hr. Galef (TRW Systems): This problem is constant-

10 ly encountered in the off shore drilling business.

600 700 0O 900 IMO 11M 1200 1300 1400 This is especially true when you are in deep water

Cable Length (ift) so that to a very good first approximation you can
completely forget about the El of the 18 inch pipe.

Fig. 7 - Comparison of measured and That sounds a little startling perhaps but the
theoretical fundamental periods tension dominates up to about the 4th or 5th mode.
for long vertical cable Some years ago we developed a program for the

Subsea Division of TRW using complex Bessel func-
tions where the complex tension was used to in-
clude the damping. Now obviously that is not quite
true, but if you argue that the damping is impor-

tant only when you get near a natural period it is
not bad and we use this program to make some ex-
tended stability studies of a proposed positioning
system. It worked very well.

A
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RESPONSE AND FAILURE OF UNDERGROUND

REINFORCED CONCRETE PLATES SUBJECTED TO BLAST*

C. A. Ross and C. C. Schauble
University of Florida Graduate Engineering Center

Eglin Air Force Base, Florida

and

P. T. Nash
USAF Armament Laboratory

Eglin Air Force Base, Florida

This paper presents the results of an analytical study to deter-
mine plate response and subsequent failure of buried reinforced
slabs subjected to a small explosive. Failure is described here
as actual material fracture of concrete and reinforcing element
at some point in the slab.

Experimentally for underground slabs with fixed or simply sup-
ported edges four failure modes have been observed, i.e.,
1) stationary hinge mechanism with hinges at edges and extend-
ing from corners to slab center, 2) a moving hinge mechanism
with fixed hinges at the edges and interior hinges moving to-
ward the center of the slab, 3) localized failure of concrete
and reinforcing elements when small explosive is very close to
slab, and 4) complete shear of the edges of the slab before
hinge mechanisms begin. This study is concerned with modes I
and 2 and the equations of motion to describe these response
modes are derived. The analysis is based on an assumed plastic
hinge or yield line response used previously for metal plates
and statically loaded reinforced concrete slabs.

Numerical solutions are obtained and results give good quali-
tative and quantitative agreement with experimental data.

INTRODUCTION Plastic hinges are described in detail
by Timoshenko [3] and are localized

Experimentally observed [1,2] re- gross rotations in beams and plates at
sponse and failure of underground rein- points where localized yielding has
forced concrete slabs subjected to occured. A schematic of this type beam
small localized explosions show four deformation is shown in Fig. 1. Plas-
definite failure mechanisms. Failure, tic hinges are usually used to describe
in this study, is defined as actual the hinge response in beams [4,6] and
combined concrete and reinforcing ele- are associated with a hinge moment which
ment fracture at some point in the is determined by assuming a rigid-
slab. perfectly plastic constitutive relation

for the material. This assumption gives
The response of reinforced con- a moment-rotation curve as shown in Fig.

crete plates can be described using 2 and rotation will occur without bounds
plastic hinges or yield lines, hinge when the hinge moment M is reached,
moments and static collanse load. assuming the load remains on the struc-
*Funded yture. The maximum bending moments for

*uddby Joint Technical Coordinating beans and plates tend to occur at fixed
Group/Surface Target Surface Target edgs and ate cento of t trftue
Survivability Program through AFOSR edges and at the center of the structure
Grant 78-3592 with cooperation of the for symetrical loads. The static col-USAF Arm men Lab rat ry.lapse load is defined as the static load
USAF Armament Laboratory. which is just sufficient to cause plastic
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a / b\

a I / Ia

\ \ A C B//

Hinge / 4~zb
Lines /

/ I <z<l

a) square plate b) rectangular plate

Fig. 1 - Yield line locations for mechanism I mode response

which is just sufficient to cause for-
mation of the yield lines. The static
collapse load may vary spatially and in
the case of plates has a direct effect
on the yield line locations. A typical
yield line pattern or hinge location is
shown in the schematic of Fig. 3 for
static loading of a plate or slab.

The response of buried four edge
slabs and two edge beams to loadings
caused from localized small underground
explosions are best described in terms

u of a constant size exploding device at
varying distances from the structure

_ element. The device is placed on a line
0 9 passing through and normal to the center

of the beam or slab. The pressure time
Fig. 2 - Yield line moment/length history of the loading pulse at the
versus rotation at yield line structure is assumed to have an instan-

taneous pressure jump and decay to zero
in some finite time with the magnitude

hinges to form. Yield lines defined by of the instantaneous pressure and the
Szilard [7] are used to describe the decay time a function of the distance
hinge motion in plates and are essen- from the structure. For a given explo-
tially the hinge moments per unit sive size moved closer and closer to the
length. The static collapse load of structure an increase in initial pres-
plates is defined as the static load sure occurs until the mechanism 1 failure
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a) 3D schematic b) top view

Fig. 3 - Yield line positions for mechanism 2 mode response

occurs by a stationary hinge mechanism and will respond only in a mechanism I
as shown in Fig. 1. The beam response or 2 mode.
has been described previously by the

*authors [4] and only the plate or slab
response is given here. Analytically, PRESSURE LOADING
mechanism 1 response will occur when the
initial step of the dynamic load reaches More than likely the most critical
the static collapse load of the struc- portion of this problem is the descrip-
ture. For dynamic loading, if the stat- tion of the pressure loading. For this
ic collapse load is reached then rota- study an approximate loading, as shown
tion will start but due to unloading schematically in Fig. 4, is described
with time it may be possible that ro- using a function with separable time ad
tation will cease before fracture of spatial elements of the general form
the reinforcing element occurs.

P(x,y,t) - P(x,y)f(t) (I)
As the explosive is moved closer

the instantaneous pressure increases. The pressure function is assumed to be
At a critical explosive standoff dis- symmetric about the center of the plate
tance corresponding to a critical and will be described over one quarter
pressure load, the interior hinge or of the plate. Using Fig. 5 the pres-
yield lines form at distances away from sure for the area ODC is expressed as
the interior static mechanism 1 posi-
tions and move toward the midspan P(x,y) = expsIx-ii
mechanism 1 position. This response a a (2a)
mode is a mechanism 2 case and is shown
schematically in Fig. 3. This critical
load may be determined but is not re-
quired for the general overall response and the pressure for area OEC is ex-
analysis. As the explosive is moved pressed as
still closer a point is reached when a
highly localized area of the concrete P(xy) = + pV

is blown away without overall plate re- . (2b)
sponse. This is defined as mechanism 3. Ov'V hx
Occasionally the loading may be high - a
enough to cause complete shear at plate
edges and is defined as mechanism 4. where PE is a uniform load over all the
The analysis in this study is concern-
ed only with mechanism I and 2 and it plate, PC is the magnitude at the slab
is assumed that the slabs will remain center for the nonlinear superimposed
intact supporting the nressure load pressure, is the spatial decay
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f(t) = (l-t/T)exp(-at/T) O<t<T

(4)
f(t) = 0 , t>

where t is time, a is the time decay
constant and r is the pressure duration.

The spatial portion of the pressure
function was handled in closed form in

Y deriving the equations of motion and the
time variations were evaluated in the
time steps of the numerical solution of

X the equations of motion. The use of the
r / same 0 for both the x and y variations

appears to be reasonable for plate as-
pect ratios of two or less. The linear
varying load may be found by setting

2b B = 0, however care must be exercised in
2a closed form integration as 8 will appear

in the denominator of integrated terms,
so it is best to handle the linear case

0 separately.

Fig. 4 - Schematic of assumed ANALYSIS
pressure load on plate

The basic assumption of this analy-
sis is that the plate or slab will re-
spond in a yield line or plastic hinge
manner under the failure load. It is
also important to note that this paper

\, is concerned only with loadings that
have an initial instantaneous step func-

D _ Pressure tions as shown in Fig. 6.

7 +1 Line For mechanism 1 mode in beams, a
I y bx stationary hinge is assumed to be at theV a midspan of the beam; whereas, for the

mechanism 1 mode of the plate or slab
the yield line location is dependent on
the magnitude and distribution of the

Hinpe pressure load. For this reason a pre-
Line liminary calculation must be made to

b zbx determine the position of the yield
, ,B y - a lines for the mechanism 1 mode. It is

r also assumed that the interior traveling
7 , hinges of the mechanism 2 mode will move

toward and terminate at the yield line
zb locations of the mechanism I mode. ItK ' L:is also ioted that the yield line posi-

tions of the mechanism 1 mode and the
77 yield line positions for the static

collapse loading coincide. Therefore

Fig. 5 -Static collapse load calculation of the yield line positions,

yield line positions assuming a static collapse load, are re-
quired prior to determining which fail-
ure mechanism is operative. This cal-

constant and x,ya,b are plate coordi- culated position is then used in both
nate and plate dimensions respectively. mechanism 1 and mechanism 2 mode cal-

The time function f(t) for a square culations.
wave is given as The yield line positions are based

f(t) = 1 O. t- on a minimum energy method using Fig. 5
(3) and a unit midline displacement along

f(t) - 0 , tT the line BC. The line BC, half of the
line ACB of Fig. 1, is always assumed

and for a general decay time function to be parallel to the long sides of the
slab. The zb positions of the yield
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1.0 1.0

(l-t/)exp(-t/T)

f(t) f(t)

0 T t 0 T t

a) square wave b) general decay

Fig. 6 - Time function for pressure loading

lines may be determined by equating the Z|PE42Z

internal energy to the external energy
for unit midline displacement and mini-
mizing the resulting expression with re- +Pc[( 6 -4 8z+6 2z2)exp(xll)
spect to z. Using Fig. 5 the external
energy is

e[ ) f z-(6+26z)exp(-6) ]
4a[P('z)4 Cf(--,z)] (5)

heext +PE BZ 2 (_I)+Pc[(3-38z+8 2 z2 )exp6(z-l)

where
+(2Bz 2+9z'-3)exp(-B)]

f(;,z) = (3-oz)expS(z-l)

-(2Fz 2+9z2+26z+3)exp(-B) (6) -282 z2+78z 2-9z2 = 0 (9)

+2E'-72z'+9z' and for the linear base (8-0)

and the internal energy is expressed as P E(4 2z+8z-12)

Wit 4FM (- b) (7) +Pc(2K 2 z'+3z-5) - 0

where Mu is the yield line moment and F The derivation of the equations of

is a factor for edge conditions with motion are covered in detail previously

F = 2 for fixed edges and F = 1 for by the authors [8] and only a summary is

simply supported edges. Equating W. given here. Using Fig. 7 two equations
int are derived; one for the inner flat por-

and Wex t and rearranging terms yields tion and one for the outer deformed por-
tion and displacement continuity is in-
sured at the hinge line. Shear is

P b 2 = ( Z+z
2
)8' assumed to be zero at the hinge line

_C
b  

__= (z+____) _ and this assumption is discussed in some
IM z detail in Refs. 5 and 8. The equation
7 -6j for the inner portion using the symbols

(8) of Fig. 7 is

K P E m(l-X)(l-zX)5 - f(t)lPE(l-zX+zXI-X)
C PC[2 -4+(B+6 R

- where A is the aspect ratio b/a. If B3

one plots Eq. (8) versus z a minimum +(4+B-38X- 2X+8 2
X )exps(X-l)]

value is realized. It was found that I
analytically only one minimum exists -nw(l-X)(l-zX)
for 0<z<l, therefore z may be determined (11)
by diFfirentiating Eq. (8) with respect
to z and setting the right hand side to and the equation for the outer portion
zero. The result of this for the non- becomes
linear spatial case (B#0) is
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m6 a'-X 3 [(z2T X X"("-)+(l-z)] mea ARXI z2T+l) (l X)+(l-z) ]

X 1 IAR~ X A [ 2R - +)--rI_) - X vf(t)a3 XKR B' 2x([2 Z( 1- -) +.(l-z)X+l] f(t)a3X2P 7(2~l 7 14+(-X

+Pc[_(2A-RSz2+2 Bz2+9zZ2+6-z_3) exp (-_) +PCI 3XT-i X) X2 (_1__ 2_

+(B
3

z 2
X

2
-

3
z

2
X

3
+4 

2
z

2
X
2
)expB(X-l) -nwa 3 -X 2 

[-z2 (1-)+(l-z)X--4]

+(-2B 2 z 2 X-9B2X+2 2 +9z 2 )expS (X-l) - FMu (l+A-R)a , (15)

+A(-B 3z'X 3+B 3 z4X2+3 2 z3X 2

for the outer portion.
-2 2 z3 X-6Bz 2X+2Bz2+6z)expB(zX-l)

The general solution procedure is
+(_322 2X'+36zX-3)expB(zX-i)1 to calculate the yield line position zb

+p which then becomes a constant for the

i X X~v~ i remainder of the problem. Next the
-nwa 3AX 2 [ K-z2(1-)+(l-z) -_X initial hinge or yield line position

must be determined from the initial
condition

-FM (I+A-R)a = (12) 0
ueaX =6

f(t) = 1 (
where

The initial value of X then determines
e rotation at yield line, the mechanism which is operative. For
6 plate center displacement, O<X<I the mechanism 2 response is initi-

(..) indicates the second derivative ated, then rotation e and deflection 6
with respect to time, are determined using the Eqs. (11), (12),

n an indicator of gravitational and (13) or similar Eqs. (14), (15), and
force, i.e., n = -1 for explosive (13) until X=l, at which time the yield
above plate, n = +1 for blast be- line has reached the final position and
low plate and n = 0 for vertical the response is continued using Eqs.
wall, (12) or (15) with X=l. If the initial

m mass per unit area of plate, value of X is unity then the mechanism
w weight per unit area of plate, 1 mode is operative and the solution
X defined as xh/a. stays in that mode until failure or the

xmotions ceases.
The displacement continuity required at
the yield line is The yield line moment per unit

length was derived by Szilard [7) to be
exh= aX- 6 (13) M 0.9[d 2 qo r(l-O.59qar /a c) (17)

As 2-0 in Eqs. (10) and (11) the equa-
tion of motion for the linearly varying based on the sketch of Fig. 8 and where
spatial load becomes d is distance from reinforcing element

in tension to the opposite slab surface,
m(l-zX)5 = q is the area of the tensile reinforce-

ment per unit of cross section area, cr

f(t){P (l-zX)+P (X+)- Z is the tensile yield of the reinforcing
I material and ac is the compressive

-nw(l-zX) s(14) trength of the concrete. This express-
ion was used in this study to express
the yield line moment in terms of the

for the inner portion and properties of the structure.
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bx2 (Pressure Line)I- - -L-Interior ," 

Hinge ,zbx (Final Hinge
A Line Ai -a Position)

b I V1

-P Wx

/P PIy 'Y> zb

,,' zb

a) top view B I M uQ oy
h ox' '

a
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Fig. 7 - Sketch used for deriving general equations of motion

Reinforcing Element
in Tension

p 1
00 d:0 J ,

0

Fig. 8 - Sketch showing hinge moment distance d used in Eq. (17)
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In addition, expressions for kinet-
ic energy, work done by the hinges, and
external work were derived in Ref. 8 1 a
but are omitted here.F

FAILURE CRITERION

Under the assumptions of the pre-
vious sections the rotations are highly
localized and assumed to occur along a a 1
line of zero width. In a real struc-
ture the hinge width or damaged zone
must be nonzero and intuitively the
thicker the slab the larger or wider Fig. 10 - Sketch used for determining
the damaged area. For an assumed strain due to tensile elongation
damaged arc length of t at the yield
line the strain may be broken into two
parts, i.e., a part due to bending eb the strain due to axial elongation be-

and a part due to axial elongation in comes
tension et . The total strain will then t =a

2  
(20)

be the sum of these or

= Eb + Ct (18) The total strain then becomes

Using the sketch of kig. 9 the radius = d , (21)
of curvature becomes /e/ and the strain a
due to bending becomes

and the rotation eu required to produce

b = ed/2 . (19) ultimate strain E becomes

As shown in Fig. 10 the change in lengh //
of the short length a may be approximat- 6u d (au +1 -i (22)
ed as A=6

2 /2a and with half of A at u a\ -F /
each end and small rotations (0=6/a)

For the general case for when the half
span a is replaced with xh the rotation

for failure of the tensile reinforcing
Reinforcing Elements element becomes

= _!j_ ( -ZxhIu - (23)

RESULTS AND DISCUSSION

d The solutions of the equations of
motion were performed numerically using
a bisection (binary search) method [9)
for the initial hinge location X and the
final hinge position zb, and a 4th order

R Runge-Kutta [10] for the simultaneous
differential equations. The numerical

/solution is contained in a computer code
included in Ref. [8] and only two ex-
amples are included here.

Calculations were performed on two
experimental test cases [1,2) for the
pressure loading as shown in Fig. 11.
The loading for each case is based on a

Fig. 9 - Sketch used for calculating 8.0 lbf (36N) charge at 2 ft (.61m) from
strain due to bending the slab on a line normal to the slab

78



t ]1.04300 1.0 (1-t/T)

psi T = 0.5xl0 3

ppsi

2100

psi

x time, millisec
, a

a) spatial variation b) time variation

Fig. 11 - Pressure distributions used in analyses

center. The experimental slabs were In the results of the analysis the
constructed using a six sided box plac- maximum displacement of case 1 was 4.4
ed against a flat underground vertical in (110mm) with a maximum experimental
wall and both wall and box covered displacement of 2.8 in (71mm). For case
with soil as shown schematically in Fig. 2 the maximum predicted displacement of
12. The dimensions and necessary in- 5.25 in (133 mm) as compared to approxi-
formation for solution are shown in Table mately 8.0 in (200mm). The analysis
I. predicts that a failure, for c =0.2,

u
occured in case 2 and not in case 1.
This was verified experimentally. The
most important result of these two
analyses is that the analytical proce-
dure distinguishes between the severity
of damage with just changes in the aspect
ratio of the slab. The damaged slabs
are shown in Figs. 13 and 14. In Fig.
13 the cracks tend to form circles

Test rather than rectangles as assumed in the
Side Face analysis. This appears to be a result
Wall-s of the cracks forming parallel to the

edges and curving around the corners as
one finds in classical metal plate re-
sponse where the stresses are predom-
inately membrane in nature.

CONCLUSIONS

Underground experiments using small
scale explosive devices verify that con-
crete plates will exhibit a yield line
or plastic hinge response when subjected
to dynamic loadings of such devices.

Using failure mechanisms based on
dynamic yield line or plastic hinge re-
sponse, equations of motion for reinforc-
ed concrete plates or slabs are derivable

Ex losive and their solutions are in reasonable
agreement with experiments. However,
these solutions are restricted to slabs

Fig. 12 - Experimental test where the symmetric pressure load
schematic
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TABLE I

Properties And Dimensions Of Test Cases

Parameter Case 1 Case 2

Plate Dimensions in (m) 36x36x4 (.91x.91x.l) 48x36x4 (l.22x.91x.l)

Mass/area lbf-sec 2 /in3 (kg/m2 ) 0.899xi0 - 3 (244) 0.899xi0-3 (244)

PC psi(MPa) 4300 (30) 4300 (30)

PE psi(MPa) 2100 (14) 2100 (14)

0. 0.

T, millisec 0.5 0.5

Edge Cond. Fixed Fixed

Explosive Position !Vert Wall Vert Wall

*0. 0.

IC psi(MPa) 6000 (40) 6000 (40)

Cr psi(MPa) 70,000 (500) 70,000 (500)

Reinforcing ratio in tension :0.1 0.1

Reinforcing Dist in (m) 3.0 (.076) 3.0 (.076)

Fig. 14 - Post-test photograph
of test case 2

Fig. 13 - Post-test photograph NOMENCLATURE
for test case 1

a beam half span, plate short side
in, (m)

extends over the entire plate whose
boundary conditions are fixed or simply A aspect ratio for plates b/a,
supported. The accuracy of the solution dimensionless
is heavily dependent on the accuracy of
the pressure time predictions. b beam width, plate long side in, 4)
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d distance from tensile reinforcing E t  strain due to tensile elongation,
element to opposite face in com- dimensionless
pression of cross section in bend-
ing in, (m) C ultimate material strain, dimen-u sionless

F multiplier on hinge moment de-
signating fixed or simply sup- n sign of potential energy term (+)
ported beam ends or plate edges, for explosive below horizontal
F = 1 for simple supports, F = 2 structure, (-) for explosive above
for fixed supports, dimensionless horizontal structure, (0) for a

vertical structure
t plastic hinge width or deformed

length in, (m) a stress, lbf/in 2 (N/m2 ,Pa)

m mass per unit area of plate or G concrete compressive strength,
beam lbf-sec 2/in3 , (kg/m2) c lbf/in 2 (N/m2,Pa)

N plastic hinge moment per unit a ultimate tensile strength rein-u length, lbf(N) r forcing elements, lbf/in 2 (N/m2,Pa)

PE uniform pressure over plate orbeam lbf/in 2 , (N/m2,Pa) REFERENCES

PC maximum pressure of linear or non- 1. Fuehrer, H. R., and Keeser, J. W.,
linear loading lbf/in 2, (N/m2,Pa) "Response of Buried Concrete Slabs

to Underground Explosions," AFATL-
q reinforcement ratio, ratio of area TR-77-115, USAF Armament Lab., Eglin

of tensile reinforcement per unit AFB, Florida, September 1977.
cross section area, dimensionless

2. Fuehrer, H. R., and Keeser, J. W.,
R radius of curvature of deformed "Breach of Buried Concrete Struc-

hinge, in, (m) tures," AFATL-78-92, USAF Armament
Lab., Eglin AFB, Florida, August

t time sec 1978.

w weight per unit area, lbf/in2 (N/nf) 3. Timoshenko, S. P., and Gere, J. M.,
Mechanics of Materials, Van Nostrand

Wint internal work, lbf-in(N-m) Reinholt Co., 1972, pp. 289-316.

W external work, lbf-in(N-m) 4. Ross, C. A., Nash, P. T., and Griner,
ext G. R., "Failure of Underground Con-
x,y plate coordinates, in(m) crete Structures Subjected to Blast

Loadings," 49th Shock and Vibration
xh  hinge length, in(m) Bulletin, Part 3, pp 1-9, Sept. 1979.

X ratio xh/a, dimensionless 5. Abrahamson, G. R., Florence, A. L.,
and Lindberg, H. E., "Radiation

z ratio of final hinge position of Damage Study (RADS) - Vol. XIII,
plate to b, dimensionless Dynamic Response of Beams, Plates

and Shells," BSDTR-66-372, Vol. XIII,
time decay constant of pressure, Ballistic Systems Div., Norton AFB,
dimensionless CA, September 1966.

8 spatial decay constant of pres- 6. Florence, A. L., "Critical Loads for
sure, dimensionless Reinforced Concrete Bunkers," DNA

4469F, Defense Nuclear Agcy, Wash-
6 midpoint displacement for beams ington, D. C., November 1977.

or plates, in(m) 7. Szilard, R., Theory and Analysis of
A change in hinge length due to Plates, Prentice Hall, Inc., 1974,

rotation, in(m) pp. 511-612.

E strain, unit deformation,
dimensionless

C b strain due to bending, dimen-
sionless
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8. Ross, C. A., and Schauble, C. C.,
"Failure of Underground Hardened
Structures Subjected to Blast Load-
ing," Final Report, AFOSR Grant 78-
3592. USAF Office of Scientific
Research, Bolling AFB, D. C., April
1979.

9. LaFara, R. L., Computer Methods for
Science and Engineering, Hayden
Book Co., 1973, pp. 82-84.

10. Hildebrand, F. B., Introduction to
Numerical Analysis, McGraw Hill
Book Co., 1956, pp. 236-239.
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WHIPPING ANALYSIS TECHNIQUES FOR SHIPS AND SUBMARINES

Kenneth A. Bannister
Naval Surface Weapons Center

White Oak, Silver Spring, Maryland 20910

An important and difficult example of fluid-structure
interaction is the whipping of ships and submarines caused
by an underwater explosion. Models of whipping must treat
(1) structural response, (2) explosion bubble hydrodynamics,
and (3) fluid-structure interaction. The existing models
and their computational realizations are reviewed, and
illustrative calculations are given on, for example,
predictions of the strong influence of submergence depth.
Our new work is then described on whipping, using the
advanced finite element code USA-STAGS, coupled with an
advanced bubble model. Encouraging initial computational
results obtained with USA-STAGS are described.

INTRODUCTION collisions, or rough sea-states. A
great deal has been written, of course,

"Whipping" is defined as the on the behavior of explosion bubbles
transient beam-like response of a ship [1-5] and the low-frequency vibrations
or submarine to some form of external of ships [6-10]. Rarely, however, have
transient or impulsive loading. In the these two topics been combined so as to
present context, the source of loading explore bubble-induced whipping
is the transient incompressible fluid response.
flow field associated with a pulsating
and migrating gas bubble created by a Apparently, the first investigator
nearby, but noncontact, underwater to present a comprehensive treatment of
explosion. We focus on the phenome- bubble-induced whipping is G. Chertock
nology and analysis of whipping as an [11-14]. Chertock developed a theory
interesting, albeit specialized, applicable to an idealized ship-like
problem in fluid-structure interaction, body, possessing lateral and fore-aft
Our discussion proceeds with the view- symmetry, subjected to hydrodynamic
point that the treatment of explosion forces generated by a distant non-
bubble-induced whipping requires a migrating explosion bubble. The bubble
blend of structural dynamics, hydro- is placed at a distance from the ship
dynamics, and fluid-structure hull large in comparison with dimensions
interaction modeling techniques. The of the ship cross section. Thus, the
purpose is to briefly review the state- presence of the ship does not cause the
of-the-art on this subject and to show bubble to deviate significantly from
illustrative computations for an its "free field" behavior. The ship is
idealized surface ship and submerged modeled as an undamped free-free elastic
submarine. Recent work with an beam whose dynamic response is obtained
advanced bubble model coupled to an by modal superposition. Chertock
advanced fluid-structure interaction simplified the response problem greatly
analyzer is then discussed, by assuming the ship to be a "propor-

tional body," i.e., one whose wet and
EARLY INVESTIGATIONS dry mode shapes are the same--although

with different frequencies.
Very little has been published on

explosion bubble-induced whipping in Chertock verified his theory
comparison with the perhaps more experimentally with floating box
familiar problem of whipping due to ("surface ship") and submerged
such at-sea events as slamming, ship cylindrical shell ("submarine") models
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subjected to bubble loadings derived been conducted to verify analytical
from small charges in the range 1-10 results using experimental results. In
grams. These tests were carefully regard to computational methods, Hicks
designed to not violate the underlying has developed various versions of
assumptions of the theory. Good, and whipping computer programs--all based on
in some cases excellent, agreement was a simple lumped mass finite element beam
obtained between experimental and representation of the ship [15]. In the
theoretical results. Unfortunately, next section, we will give an outline of
the small scale and idealized targets the underlying analytical formulation
made extrapolation of these results to typically employed in such models.
practical full-scale situations rather
difficult. The following important ANALYSIS
limitations are inherent in this early
theory: As mentioned before, the whipping

problem involves a blend of structural
1. Bubble migration is ignored. dynamics, hydrodynamics, and fluid-

The inclusion of migration effects is structure interaction. We therefore
very important in accurately modeling draw from the available analytical
the behavior of full-scale bubbles; methods in each field to construct a

model. It is possible to do this in a
2. Most ships have non-uniform way that yields a model in which the

mass and strength distributions and main elements have about the same level
lack fore-aft symmetry; of sophistication and accuracy.

Attempts to improve one part of the
3. There is no indication of how model must include corresponding

well the older theory does for close-in improvements in the other two to main-
bubble positions. Also, the effects of tain consistency.
hull-bubble coupling, which may be
important for very close-in cases, are The model outlined here results in
omitted; a matrix equation governing the forced

response of the ship (or submarine).
4. Since modal superposition is The number of equations number twenty or

employed and only elastic behavior more, usually, so the need for computer-
permitted, it is difficult to extend based numerical solution procedures
Chertock's theory to problems with should be clear. Details of the deriva-
large deformations and inelastic tions are given in the references and
response. will not be repeated here. Our intent

is to point out the important phenomena
When Chertock developed his analysis, and review relevant analytical methods.
large digital computers were unavail-
able. Thus, the computer-based 1. Structural Model
numerical analysis methods so familiar
to us now in structural dynamics work The ship (or submarine) is modeled
were simply out of reach. The four as an elastic beam floating at the free
points just mentioned would present surface of (or submerged in) an ideal
formidable computational hurdles to fluid. As shown in Fig. 1, a lumped
anyone attempting to incorporate them mass-finite element beam representation
into a "pencil and paper" method such is used for the ship. The twenty lumped
as Chertock's. In retrospect, it is masses are connected by nineteen elastic
remarkable how well this pioneering beam elements containing bending and
attempt at modeling bubble-induced shear properties. This is considered
whipping turned out. Chertock's about the minimum number of lumped
contributions led to later investiga- masses one should employ for low-
tions which resulted in significant frequency whipping motions.
improvements in our ability to predict
whipping motions. The pulsating and migrating explo-

sion bubble sets up a transient
In recent years, A. Hicks has incompressible flow field that varies

conducted systematic studies into the along the ship length. Only the
phenomenology and analysis of ship and vertical flow component is considered
submarine whipping [15-17]. He has since vertical vibrations of the beam
considerably extended and generalized are of most interest. Real ships, of
the early work of Chertock so that course may respond in a complex
reasonably accurate predictions can be fashion--undergoing rigid body,
made for elastic, or even mildly flexural, and torsional motions.
inelastic, whipping responses over wide Whipping response, especially in surface
ranges of target characteristics and ships, mainly involves vertical motions,
charge size. Validation studies have that is, heave, pitch, and the first
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few flexural modes. Submarines may the first three flexural modes. The
vibrate in any plane through the neutral existence of such modes can be demon-
axis and so it is more likely the strated in real ships by steady-state
whipping response will be three vibration surveys or by impulsive
dimensional--unless the bubble loadings loading tests (anchor-drop, explosions
are in a principal plane of vibration, of mild intensity). Some care is

needed in selecting the maximum number
2. Equations of Motion of modes to include in a whipping

calculation, since tuning between
The undamped equations of motion bubble pulsation and ship frequencies

for the lumped mass positions of the is important.
ship-fluid system can be written in the
matrix form, We write the displacement history

of the ship in the following form:~[M+Mw]{i9} + [K]{y} = [Mw+M-w]{UI} (1)

n

where IM], [M and [K] are ship {Y(xirt) } =  E a (t) (xi (3)
S r=0r

mass, added mass, displaced water mass,
and stiffness matrices, respectively, where x. = x-coordinate of the ith
In this development, all these matrices i lumped mass
are constant with time. Vectors {y},
(y}, and {uO are the vertical components
of ship acceleration, displacement, and and where {r }1, r=0,l,2,...,n are the
bubble flow field acceleration, first n+l mode shapes of the ship-fluid
respectively. The added mass matrix
[MwI will be diagonal if classical system.

strip theory is used, or full and Note that Eq. (3) includes the
slightly nonsymmetric if an alternative r=0,l modes corresponding to the rigid
method of computing added mass to be body modes of heave and pitch (vertical
discussed in Section 5 is used. [M ] translation and rotation), respectively.* For surface ships, these modes usually
is a diagonal matrix whose elements are

simply the displaced water masses for are of the same frequency but contrib-

the ship segments lying at equilibrium ute less to the internal force

in the water. For example, we have for resultants than the higher-frequency
th flexural modes. In the case of

the i segment, submarines fully submerged, these
modes become simply rigid body dis-

Mw. = p Aik. (2) placement degrees of freedom with zerow frequency.

where p = fluid mass density The mode coefficient functions

A. = submerged cross r(t) may be derived from Eq. (1) in

A sectional area of the the following manner. First, we write

th sEq. (1) in the simpler form,it segment

Z = length of the ith [M]{j} + [K]{y} = -M2]{U} (4)

Ssegment
where now, [MI] = [M + Mw] and

The presence of this term arises from
the buoyancy force imposed on the ship [M2] = [Mw + Mw

]  Assuming that [MI]

due to the acceleration of the fluid Ci. is, at worst, full and only slightly
When the fluid is at rest, C = g, so unsymmetric (so symmetrization does not
then Mw.U yields the weight of dis- lead to significant errors in the time-

i solution), we express it in the form:
placed water.

3. Method of Modal Superposition fM1] = [L] [L T (5)

Since the ship behaves like a Then, define a new vector {z) by,
vibrating linearly elastic beam for low
frequency motions, we may seek Tz} = [LTI{Y}
solutions to Eq. (1) by the well-known (6)
modal superposition method. This T -
approach is convenient because Thus, {y) = IL ]I {z)
whipping motions typically involve -1
only the lowest few beam modes, i.e., where [I siqnifies the inverse of II.

85



Substitution of Eq. (6) into Eq. (4) is a difficult one and is beyond the
and rearranging terms yields an scope of this discussion.
equation in terms of {z):

fi} + [L]-I[K] [L T -{z) For the sake of completeness, we
(K] [include here a brief derivation of the

l(7) {d} term for two cases, (1) a free[LI [M21(u} field bubble far from a free surface,
and (2) a bubble near a free surface.

Eigenvectors and eigenvalues can be Figs. 3a and 3b show schematically the
computed from the {z}-coefficient in problems we wish to solve (both reduce

(7) to calculating vertical flow acceler-Eq. 7and we denote them by: ation components along the ship axis).
2 Assuming the bubble remains spherical,

r r does not migrate and the fluid is
incompressible, the radial acceleration

We assume the { r are normalized such of the fluid at distance r from the
that, bubble becomes:

T rT r=s Ur
r s1 = 0 1 s (8) r - (12)

r 0 r34s 4T1r

We can write {z} in terms of the normal where V(t) is the current bubble
modes: volume. For the case of the bubble far

n from the free surface, the vertical

{z} = a r(t) {r }  (9) component is given by

r=0
i 4id V(t)

Substitution of this result into Eq. i 4 (D-d) 2+H2+(xiXc)2)3/2
(7) and use of the orthonormality (
property (Eq. (8)) yields r uncoupled (13)
equations as follows:

The proximity of a free surface is
r + 2 ={r IT [L- I[M2{ (10) approximated by placing a negative
r r r r source at the location of the bubble

image in the free surface (Fig. 3b).
Hence, by solving Eq. (10) for the mode The total vertical flow acceleration
coefficient functions, given initial then becomes:
conditions {ar (0)} and { r(0)}, a flow
acceleration vector fu},and ship iT i si (14)
characteristics, {y} can be computed
from: where ui is defined in Eq. (13) and

n T 1_ _ D+d_
y} =Z c (t)[LTI {r} (11) 4 _I V)

r=O r rs ((D+d) 2+H2 +(xi-x c)2)3/2

Other quantities, such as internal (15)
moments, shear forces, strains and
stresses can be computed by standard Note that if the body. lies in the free
elastic beam relations, surface with d=0, ui=Usi and UiT=2 ui"

Thus, piT becomes just twice the
4. Explosion Bubble Hydrodynamics value obtained for the case in which

Ship-bubble flow field interactions the free surface is ignored.
occur through the {u> term on the
right-hand-side of Eq. (1). We assume Our assumption of bubble sphericity
the bubble behaves in a "free field" is an approximation since real bubbles
manner, i.e., as though the ship is not undergo shape distortions, especially
present to perturb the flow. it is during the contraction phase. Physical
possible to account, at least boundaries such as the free surface,

approximately, for the presence of the rigid surfaces such as the sea floor,
free surface by the "method of images." and flexible surfaces such as a ship
Bubble flow loadinqs are imposed along hull, tend to cause deviations from
the axis of the ship (vertical sphericity. A flat calm surface has

components only) but the true coupled been assumed in the derivation of Eq.

nature of ship and bubble motions is (14). This also is an approximation
not represented. This couplinq problem since even a nonmigrating bubble tends
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to elevate the free surface above flow is permitted since cross-flow
itself and generate surface (or between segments is ruled out. The
gravity) waves. omission of axial flow means that strip

theory does not accurately represent
An additional important phenomenon added masses near the free ends of the

we have ignored so far is the tendency ship where three dimensional flow
of a bubble, under the action of buoy- predominates. This is not a critical
ant forces, to migrate. Boundary sur- limitation since most conventional
faces can also cause a certain amount of ships have fairly constant, or at worst
migration, e.g., free surfaces repel gradually varying, cross sections over
and rigid surfaces attract, but we are much of their lengths.
concerned here with gravity effects.

The use of strip theory is almost
As the bubble expands and contracts, synonymous with Lewis coefficients

and migrates upward, it sets up an [18]. For a segment of length L,
accelerating flow field around itself. waterline beam (width) B, and water
Assuming that the fluid is ideal mass density r, the added mass M is
(incompressible, irrotational, and given by, w
inviscid), then potential flow theory
can be used to determine the {ul term M B C2L (17)
in Eq. (1). In simplest form, the w 2 2 L
velocity potential can be expressed as where C is the Lewis coefficient
a sum of pulsation and migration terms, L

appropriate to the submerged cross

=pulsation + migration (16) section. CL depends on the local shape

of the wetted cross section and can be
Beginning at this point and invoking computed by conformal mapping for

the First Law of Thermodynamics, Hicks simple geometries. Complex shapes can

derived a coupled pair of second-order be handled by comparin the hull form
non-linear differential equations against published hull profiles for

governing the pulsation and migration which CL values have been tabulated
degrees of freedom of the bubble motion [18]. It is customary to account for
[17]. These equations can be altered three dimensional flow by applying a
easily so as to eliminate migration reduction factor "J" (0.0 < J < 1.0) to
effects and to include, at least the entire distribution of C values
approximately, free surface effects. along the ship length. This reduction
For practical calculations, the factor is usually applied uniformly to
equations can be transformed into a set all vibration modes simultaneously, but
of first-order equations which can besolvd byRung-Kuta o anohermore accurate results can be obtained
solved by Runge-Kutta or another by computing separate i's for each

mode. Recent studies on the correct

5. Fluid-Structure Interaction use of J factors are reported in [19].

The last part of the analysis An alternative to strip theory has
concerns the determination of the added been developed by Hicks [171. This
mass terms in Eq. (1). The added mass method accounts for three dimensionaleffect arises whenever a body flow and accurately treats the velocity

accelerates through a fluid--a certain boundary condition between ship and
amount of fluid is entrained and fluid. A distribution of discrete
causes an apparent mass increase. In vertically oriented fluid dipoles is
the case of a ship vibrating in a placed at the lumped mass positions
fluid, added masses can be calculated shown in Fig. 1. Their strengths are
by (a) classical "strip theory" which adjusted to satisfy the normal velocity
is the simplest approach, or (b) a more boundary condition,
sophisticated method developed by
Hicks. V n(hull) = V (fluid) (18)

In strip theory, the ship isIn sriptherytheshi isThis procedure yields more accuJrate
divided into a number of short segments hydrodynamic force distributions for a
along its length such that the sub- larger class of ship seometries than
merged cross section shape does not largerclass o spemies thavarymuc ovr eah sgmet. ( fiite strip theory, and especially for
vary much over each segment. (A finite length/beam ratios < 10. Otherwise,element beam model is obviously the new and old methods give about the
compatible with strip theory.) Local
flow around each segment is assumed same results for length/beam ratios
perpendicular to the ship axis and to i0 so long as the ship has smoothlybe purely two dimensional. No axial varying cross sections versus length

e p(even considering free ends).
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Further refinements in the fluid- of the TNT bubble model used which is
structure interaction portion of the only valid for roughly one bubble
analysis should probably focus on cycle and so is terminated early in
"higher order" effects. Such phenomena the second expansion.
as unsteady flow, non-linear free
surface behavior, and axial flow caused Whipping responses are displayed
by local hull deformations could be in Figs. 7-10. The surfaced beam
important. The analysis of these executes lower frequency and larger
effects is beyond our scope here, but amplitude motions than the submerged
an idea of the state-of-the-art along beam. In both cases, the first five
these lines can be found in [20] and flexural modes are combined to give the
[21]. response (plus heave and pitch modes

for the surfaced beam).
EXAMPLE CALCULATIONS

Table 2 lists the frequencies of
We include here some typical the beams along with the corresponding

whipping response results computed by bubble first cycle frequencies. It can
the analytical approach just discussed, be seen that the shallow bubble
The three dimensional added mass oscillates at a frequency comparable to
approximation scheme of Hicks was used the lowest flexural mode of the
in these calculations. We choose for surfaced beam. In contrast, tuning
our examples an idealized "uniform between the deep bubble and third
beam" surface ship and submerged flexural mode of the submerged beam
submarine. No attempt to represent occurs. Also, the increased density
any existing craft has been made here, and added mass of the submerged beam
but the dimensions chosen are typical causes it to have much lower
of full-sized vessels in these frequencies.
categories. Both beams are subjected
to bubble loadings arising from the There are many other ways to dis-
underwater detonation of 100 Kg of TNT. play whipping response, of course, in
It will be shown that remarkable which non-time dependent parameters can
differences can occur in whipping be used. For example, a non-
response (due to changes in added mass dimensional peak moment ratio such as
and buoyancy forces in the beams) and the one discussed by Yuille [il] could
bubble behavior (due to hydrostatic be calculated at many bubble positions.
pressure). We first show plots of With a sufficient density of such
basic bubble parameters. Secondly, values, contours (or surfaces) of
beam whipping response plots for the constant magnitudes could easily be
amidship positions are shown, interpolated for study.

A list of relevant structural, ADVANCED WORK
hydrodynamic, and material properties
for the uniform beam models is given The USA-STAGS computer code [23]
in Table 1. Both beams are right has recently been developed for the
circular cylinders and are identical analysis of nonlinear response of
except that the submerged beam has submerged or partially-submerged
twice the density and added mass of the structures to underwater explosion-type
surfaced beam. These differences will loadings. By means of the Doubly
naturally lead to different modal Asymptotic Approximation (DAA) [241
characteristics and consequently implemented in the USA (Underwater
different whipping response. In both Shock Analysis) portion of the code,
cases, the burst point (bubble center) high frequency (shock) and low
is positioned 30.48 m (100 feet) below frequency (bubble) loadings are
the beam center of gravity. The accurately treated; between these
surfaced beam is assumed to be half- limits a smooth (but apprcximate)
submerged while the other is at a transition is effected. USA,
centerline depth of 100 m (328 feet). therefore, plays the role of a fluid-

structure interaction analyzer that
Figs. 4-6 show comparisons of couples the fluid to the vibrating

shallow and deep bubble radius, depth, structure and also provides a scheme
and migration velocity histories, for applying fluid loadings generated
Depth effects are quite evident in by an explosion source.
these plots and it is apparent that a
deep bubble produces higher frequency The equations of motion solved in
loadings on a target than a shallow USA-STAGS can be written in the
one. Note that the bubble parameters general form:
are zeroed out just beyond the end of
the first cycle. This is a consequence
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[Ms]{X} + [C ]{x} + [K ]{x} Having introduced USA-STAGS as a
S s (19) new analytical tool for fluid-structure

= - [GJ[AfI{Pi+P s } + {fD }  interaction problems, we now focus on
the advantages it offers over the

simpler methods discussed earlier.

First, a considerable improvement in
[Mf]{P s } + p c [Af){P s }  structural dynamics modeling is

(20) afforded. We are no longer limited to
r c [Mf]{[GT]{f} - uI} small deformation-small strain response

of one-dimensional structures; now

where in Eq. (19) , fx} is the structural three dimensional nonlinear responses
hedisplacement .vector, [ } i ta of quite general assemblages of beamsSv [Ms] [Csand and shells can be computed. Second,

[K I are the nonlinear structural mass, much more general types of fluid
daimping, and stiffness matrices, [G] is loadings are treated. Third, the
a rectangular transformation matrix source of fluid loading is arbitrary,
relating fluid and structural nodal i.e., so long as reasonable incident
point forces over the wetted body pressure and fluid particle accelera-
surface, [Af] is a diagonal area matrix tion histories can be generated,

associated with the elements of the USA-STAGS will accept these regardless

fluid mesh (used in the DAA formulation) of source model.

laid over the wetted surface of the
body, {P I and {Ps } are vectors of the An example of how USA-STAGS

I I predictions compare with results from a
known incident and unknown scattered simpler whipping model is shown in
pressures defined over the fluid mesh Fig. 11. In this analysis, the elastic
nodal points, and ff DI is the dry- whipping response of a submerged body

structure external nodal point force of assumed form was computed with a

vector. Eq. (20) expresses the fluid- simple beam element model (see Fig. 1)
structure interaction (coupling) coupled with Hicks' added mass schemersucturinermaction (couln theand then by modeling the same problem
resulting from adoption of the DAA. with USA-STAGS. In the simpler case, a
In this equation, [Mf] is the fluid nnmgaigbbl oe ieta

non-migrating bubble model like that
mass matrix for the fluid mesh, , and c outlined in Section 4 was used.
are the fluid mass density and sound Essentially the same beam element model
speed, and 1 1 is the vector of known was used in the USA-STAGS work but aI'

incident-wave fluid particle new shock-bubble code, now under

accelerations normal to the wetted development, was used to calculate an
surface, In the simple case of a incident spherical pressure wave

spherical incident pressure wave history. This history was then input

(generated perhaps by an underwater to Eqs. (21), which are built into USA,

explosion), the vectors P and to calculate a correspondinq fluid

become 231: I particle acceleration history. Note
that the pressure history calculated

R. - S this way contains both early-time shock

1 ( S I wave and late-time bubble flow effects.
RI I - c Since the simpler bubble model is

(21) valid for only one pulsation, thecomparison in Fiq. 11 is terminated

l L l(t) + p (t) shortly past the end of the firstI I R T i cycle. No such limitation exists on
iJthe shock-bubble code, however, and if

desired, it can be used to analyze
where S is the distance between the several bubble pulsations. Fig. 11

* incident wave oriiin and the nearest shows qood agreement between the two
point on the wetted body surface, Ri  predictions over the interval of

1interest. This is very promisinq in
is the distance between the wave oriqi rerto Th usen o U S

th reaard to the usefulness of USA-STAGS
and the 1  fluid node on the wet in performing practical whipping
surface, is the cosine of the anile calculations.

between P and the local wet-surface CONCLUSIONS

normal, and p(t) is the incident

pressure profile at R =S. Note that Aalical appoeave be

although PI and uI happen to be easily of a ship interacting with fluid

related in this example, Eq. (20) loadinqs due to an underwater

allows u1 to vary independently of P" explosion. The main elements of this
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problem, namely, structural response, 
fluid-structure interactions and bubble 
hydrodynamics, are each amenable to 
model at various levels of 

on but it is important to 
consistency amopg the three. 

It is demonstrated that the bubble 
behavior and target response can change 
strongly as a function of submergence-­
leading to much different whippi~g 
motions. This is done with the aid of 

le uniform cylinder geometries 
are intended to be "bench mark" 

ems for comparative calculations 
n,ethods other than those discussed 

A new analvtical tool, USA-STAGS, 
has been exercised on a trial whipping 
problem and reproduces quite well 
results obtained by present methods. 
It is important to note that this new 
code offers many advantages over our 
present modeling techniques due to the 
extensive structural analysis 

lity of STAGS. Also, the more 
realistic D~~ formulation, which better 
~~~C.lc~ :lui~-~t~uct~re inter~ctions, 
allows both shock and bubble-type 

'Phe problem still remains, of 
course, of supplying a model of the 
underwater explosion loadings suitable 
for input to USA-STAGS. This problem 
is mitigated by the inherent 
flexibility of the USA portion of the 
code which merely requir€s pressure and 
particle velocity inputs. 
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TABLE 1

Structural and Hydrodynamic Properties of Surfaced and Submerged
Uniform Beam Models

Maximum Beam (Diameter) 10 m

Overall Length 100 m

Section Length (L/20) 5 M

Moment of Inertia 10 m4

Area Effective in Shear 1 m2

Section Displacement 213075 Kg (Surfaced Beam)
426150 Kg (Submerged Beam)

Section Added Mass 213075 Kg (Surfaced Beam)

426150 Kg (Submerged Beam)

Young's Modulus, E 2.07 x 1011 Pa (30 x 106 psi)

Poisson's Ratio, v 0.3

Seawater Density, p 1025.2 Kg/m
3 (64 lbm/ft 3)

Yield Stress, ay 3.45 x 108 Pa (50000 psi)

TABLE 2

Frequency Data for Surfaced and Submerged Beams

Frequency (Hz)
Mode No. Surfaced Submerged

Beam Beam

0 0.178
(Heave)

1 0.182
(Pitch)

2 1.860 1.314

3 4.990 3.530

4 9.380 6.632

5 14.650 10.360

6 20.470 14.470

Bubble First Cycle 2.273 6.211
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DISCUSSION

Mr. Cole (Cambridie Acoustical Assoicates.
Inc.): The reduction between the free surface,
the ship surfaced and the ships submerged, is
it obvious that it is primarily a free surface
effect on the bubble? Is it the added mass on
the ship?

Mr. Bannister: That is a complicated question.
It turns out that in this case the submerged
beam must have twice the density for equilibrium
purposes because the geometries are the same
and also the added mass is double that. Not
only do the target modal characteristics change
but the bubble behavior also changes signifi-

cantly. I didn't show the modal changes in the
target but at depth the frequencies drop off

and the corresponding whipping frequencies be-
tween surfaced and submerged are much different.

Mr. Pepin (Electric lost): Has there been any
attempt to try to correlate the accelerations
that would be induced by these various whipping
modes with respect to any particular frequency?
Did you try to tie together what acceleration
is induced by the frequency that results from

the whipping mode?

Mr. Bannister: I think, Dr. Hicks, in his
thesis and in some of his reports, discusses
the various contributions of the bubble motions.
There are migration terms and expansion and
contraction terms and he shows the relative
effects of these various terms. We have not
done studies of that kind.

Mr. Westine (Southwest Research Institute):
Why did you stop with one bubble pulse? Depend-
ing on the frequencies of the bubble and the
frequencies of the hull in the system you can
get large amplification with subsequent pulses.

Mr. Bannister: You are right. It turns out
that the bubble model in the code that I ran
for these examples was not adequate beyond the
first cycle. The reason is that the bubble
continues oscillating to get the same behavior
on each cycle. In reality you have losses at
each minimum and the bubble damps out. Depend-
ing on the circumstances, it could go to five
cycles. We have other codes which can handle
as many as five cycles but they are still in

checkout and they are not ready for public dis-
tribution.
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LIMITATIONS ON RANDOM INPUT FORCES IN RANDOMDEC

COMPUTATION FOR MODAL IDENTIFICATION

S. R. Ibrahim
Department of Mechanical Engineering

and Mechanics
Old Dominion University

Norfolk, Virginia

The condition of having white noise random input to test structures
has been proven unnecessary for the purpose of using random
decrement technique for modal identification of vibrating structures.
In this paper it is shown that nonwhite, stationary narrow band
random inputs will yield modal parameters as accurate as those
obtained if the inputs were narrow band white noise. Seven simu-
lated experiments are included in support of the material presented
in this paper.

INTRODUCTION All of the above disadvantages of fre-
quency domain techniques, were taken into

With the increasing complexities of account in the design and development of
modern structures, aerospace and nonaero- time domain approaches to the problem of
space, verification of analytical mathematical modal testing and identification. A time
models has become a necessity for success- domain approach referred to as the
ful operation, response prediction, stress Ibrahim Time Domain, "ITD," brought the
levels evaluation, stability and control of attention of researchers to the merits of
such structures. time domain modal identification. The intro-

duction of the "ITD" in 1973 and its later
Before the introduction of functional and developments 15-11] resulted in a trend, by

practical time domain techniques early in other researchers, to shift from frequency
this decade, modal testing and identification domain to time domain approach. Figure 1
was done primarily in the frequency domain. summarizes the available options in modern
Although frequency domain techniques may modal Identification.
vary in name or form, they are all based on
the detection of some resonance or anti- As shown in Figure 2, experimental
resonance phenomena assuming that the data for the "ITD" technique can be either
structure under test has light or propor- free decay responses directly recorded from
tional damping and behaves as a single the structure in case of controlled experi-
degree-of-freedom system at its natural ments, or free decay responses computed
frequencies. From Kennedy and Pancu tech- from random responses using the random
nique [1], in 1947 to the more sophisticated decrement technique for uncontrolled experi-
computerized Fast Fourier Transform, ments or operational data.
"FFT," approaches [2-41, it can be con-
cluded that little advance in the state of the BACKGROUND ON RANDOM DECREMENT
art of frequency domain techniques took TECHNIQUE
place. All the advance was mainly in the
data acquisition and manipulation to extract Random decrement technique is an
the modal parameters and this was pri- ensemble averaging method for obtaining the
marily due to the introduction and use of free decary response from a forced response
minicomputers in modal testing. due to a random force input. The technique

was first introduced by Henry A. Cole, Jr.
Flarthermore, a common feature in fre- [12-15]. Cole's technique dealt mainly with

quency domain methods is that they all a single station single mode response and
require the knowledge of the input forces to was designed for obtaining structure's sig-
the test structure. This criterion makes nature for failure detection and damping
these techniques inapplicable to situations measurements. The technique seemed use-
where the input forces are not known. ful in flutter testing (16-171 where damping
Flight measurements and operational data of a single mode is to be determined. The
are examples of these situations, original random decrement technique was
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modified and extended by Ibrahim [91 to [MJli(T)I + [CIli(r)j + [Kjlx(r)1
apply to multi-station multi-mode situation N (mainly for use in time-domain ir.Aal identi- El ,f(ti + r-) (3)

fication techniques. Randomdec time domain =
modal identification has the outstanding
advantage of identifying modal parameters Noting that since ti's were selected
of a structure under test without the knowl-edge of the force input(s) thus making the according to a specific randomdec, t rige ringedeo h oc nu~)tu aigtecriterion, the resulting response fX(T)I will
technique uniquely applicable to flight mea- noterage to ero.tno conse the
surements and other situations where the not ara e o e uticon(ideris a

luxury of knowing the force input(s) is right hand side of equation (3), if If is a

nonexisting. stationary random signal, then

Since the introduction of the concept of 1 Z f(ti + 7)1 = 0
random decrement technique, efforts have N
been directed to investigate the theoretical
grounds for accuracy and convergence and and equation (3) will be:
any inherent assumptions, conditions, or
limitations. One main assumption in these [MJ x(.)I + [C]i()I + (K]fx(r)F = 0. (4)
theoretical proofs was that the random
input force(s) must be white noise. Equation (4) implies that Ix(&) is a

The assumption of white noise input(s) free-decay response that resulted from
applying randomdec to random responses dueis very convenient for theoretical proofst to a force input vector If , where If| wasThe fact is such white noise does not exist assumed to be only some stationary randomin real life applications. signals.

In this paper, it will be shown that the EXPERIMENTAL VERIFICATION
strict condition of having white noise, or
flat power spectrum density, is not neces- Figure 3 shows the system and proced-
sary, at least for the purpose of modal ure used to simulate the experimental data
identification of structures. The only condi- to be used in verifying the theory presented
tion on the input force(s) is that it is of in this work. The system is a two-mass-
zero mean, stationary random. spring-damper system with the following

PROOF physical parameters:

Considering a multi-degree-of-freedom ml = m 2 
= 4.53 kg

linear system with [M], K], and [C] as
mass, stiffness and damp g matrices and kl = k3 = 17512 kN/m
y as the response vector to a random

force input vector f, such a system is k = 8756 kN/m
governed by the equation: C1 = 10.51 kN-sec/m

[M]jy(t)I + [C]I (t)j + Kjy(t)j = jf(t). C2 = 7.00 kN-sec/m

The above equation is valid for any
time t and any set of initial conditions. C$ = 3.5 kN-sec/m
Replacing time t with the expression These physical parameters produce the fol-
t. + 7 where t's are selected according lowing modal parameters
tb the method of triggering the start of
ensembles for the randomdec computations percent freq. Modal (xa/xl)
[18], then equation (1) can be written as mode r (Hz) Ampl. Phase

[M]li(ti + T)l+ [C] Y(ti + r) 1 1.24 9.86 100.10 1.42

+ [K]ly(ti + 7-)j (2) 2 2.63 13.94 99.85 1".00

= lf(ti + T)I(i = 1, 2---N) A random input force of an assumed

where N is the number of averages power spectral density was applied to mass
intended for use in randomdec computation, number 1. Using Laplace transform, the

frequency responses of the two masses
all of the N equations were calculated and then transformed,

By summing and replaci together with the force frequency response,
and dividing by N and replacing back to the time domain using a rectangular
! \~y(tj + i-) by lx(r), the resulting window over the frequency range 0.2 - 25 Hz.
summation can be written as: This resulted in the time histories of the

100

J _L



random input force, and random responses b) Part of time history of the input
of the two masses. The length of these force followed by the randomdec
time histories was one minute with 0.015 signature of the force. The RMS
seconds between samples. ratio written on this figure is com-

puted as follows:
The multiple station random decrement

technique [91 was applied to the three RMS Ratio = RMS of input force sigture
responses wFith the first station as a leading RMS of input force
station and ensembles were triggered at
every positive response point of the first X 100 (5)
station response. This resulted in the ran-
domdec free-decay signatures of the two c) Random response of mass 1,
stations and the force. The record length
of the signatures was 1.5 seconds (100 date d) Randomdec signature of mass 1,
point each). The number of averages was
about 2000 averages. e) Random response of mass 2,

To test this procedure and to judge the f) Randomdec signature of mass 2.
soundness of the hypothesis of this paper,
two criteria were used: Table 1 summarizes the identified modal

1. The randomdec signatures of the two parameters for the seven cases.

stations were used as data in the "ITD" False Modes:
identification program, and the accuracy of
the identified parameters - frequencies, per- To investigate the possibility of the
cent damping and mode shapes - are used introduction of false modes in the system's
as an indication of the validity ofthe ran- responses due to the existance of peaks in
dom force input for this application, the spectrum of input force, the responses

from cases 3 and 7 were identified as a2. To verify the fact that signature of four-degree-of-freedom systems. The
a stationary random force will go to zero identified parameters are listed in Tables 2

and thus free decay responses will result, and 3.

the EMS of the force signature was com-

pared to the RMS of the original random DISCUSSION OF RESULTS
force.

1. Accuacy of the Identified Modal
RESULTS Parameters:

Seven cases were studied with seven Table 1 lists the identified modal
different force PSD. To be used as a ref- parameters of the system under test for 'he
erence, the first case was run with the seven cases that were studied. These
input force as a narrow-band white noise. parameters are the percentage damping fac-

tors, damped natural frequencies, modal
The PSD of the input force for the deflection ratio (x2/xl) and the modal con-

seven cases were: fidence factors [101 for the two test

1 - Flat, stations.

2 - Ramp, By examining the identified parameters
for the seven test cases and comparing

3 -them to the theoretical parameters, it can
S- Triangular (saw tooth), be noticed that the accuracy of these identi-

with random imposed on fied parameters for nonwhite noise input
Sinusoidal force cases is as good as the accuracy in
lt, the white noise case. Furthermore, the

5 - Flat with two 40% dips at the two identified frequencies and mode shapes have
resonant frequencies, almost negligible errors while the damping

factors have higher level of errors, never-
theless, these errors do not correlate to

-Flat with two 40 peaks at the two the Iwqn of the spectrum of the input force.
resonant frequencies, In th't author's opinion these errors in

7 - Flat with a 60% peak in between the damping factors could be due to the trans-

two resonant frequencies, formation of responses from frequency
domain to time domain. It is to be noted
that this transformation is done only here

Figures 4 to 10 show in clockwise order to simulate required responses, something
starting from upper left corner: which does not need to be done in real

a) PSD of input force, experimental situations.

101

I " I .. .... = ... l. .. ..



2. Randomdec Signatures of Input Forces: REFERENCES

According to the theory presented in 1. Kennedy, C.C., and Pancu, C.D.P.,
this paper, to obtain free-decay responses "Use of Vectors in Vibration
from the test structure, the randomdec sig- Measurement Analysis," Journal of
nature of the input force should average to Aeronautical Sciences, Vol. 14, No. 11,
zero. 1947.

For the seven cases, these RMS ratios, 2. Richardson, M., and Potter, R., "Identi-
as defined in equation 5, are: fication of the Modal Parameters of

and Elastic Structure from Measured
1.5% for flat PSD, Transfer Function Data," Instrument
1. for ramp PSD, Society of America, ISA ASI 74250,
1 . for saw tooth PSD, 1974, pp. 239-246.
1.4% for random wave PSD,
2.2% for flat with dips PSD, 3. Klosterman, A., and Zimmerman, R.,
2.6% for flat with peaks PSD, and "Modal Survey Activity via Frequency
1.5% for flat with one peak PSD. Response Functions," SAE Paper

No. 751068, 1975.
For all practical purposes, it can be

said that the random force input averaged 4. Brown, D.L., Allenang, R.J., and
to zero and thus the randomdec signatures Zimmerman, R., "Parameter Estima-
of the responses can be used as free-decay tion Techniques for Modal Analysis,"
responses. Analogous to the RMS ratio of SAE Paper No. 790221, 1979.
the force, the same procedure was done for
system's responses and the RMS ratio of 5. Ibrahim, S.R., "A Time Domain Vibra-
the randomdec responses to the random tion Test Technique," Ph.D. Thesis,
responses ranged from about 35 to 60 per- The University of Calgary, Calgary,
cent. This means that contrary to the Alberta, Canada, 1973.
force, the system's responses did not
average to zero. 6. Ibrahim, S.R., and Mikulcik, E.C., "A

Time Domain Vibration Test Tech-
3. False Modes: nique," Shock and Vibration Bulletin,

Bulletin 43, Part 4, 1973.
The spectrums of the input forces for

cases 3 and 7 were selected to have higher 7. Ibrahim, S.R., and Mikulcik, E.C., "The
levels of energy at nonresonant frequencies Experimental Determination of Vibra-
to investigate if this would produce any tion Parameters from Time Domain
false modes. Randomdec responses for Responses," Shock and Vibration
these two cases were identified as four- Bulletin, Bulletin 46, 1976.
degrees-of-freedom systems instead of two.
The identification results are listed in 8. Ibrahim, S.R., and Mikulcik, E.C., "A
Table 2 for case 3 and Table 3 for case 7. Method for the Direct Identification
The modal confidence factors indicate only of Vibration Parameters from Free
two good modes in each case. The other Responses," Shock and Vibration
modes are just noise modes as indicated Bulletin, Bulletin 47, 1977.
by the low MCF's. This excludes the
possibility of the introduction of any false 9. Ibrahim, S.R., "Random Decrement
modes by having a nonflat spectrum for Technique for Modal Identification of
input forces. Structures," The AIAA Journal of

Spacecraft and Rockets, Vol. 14,
CONCLUSIONS No. 11, 1977.

The conclusion that can be made from 10. Ibrahim, S.R., "Modal Confidence Factor
the study conducted in this paper is that to in Vibration Testing" The AIAA
obtain randomdec free-decay responses Journal of Spacecraft and Rockets,
from random responses for the use in the Vol. 15, Sept.-Oct. 1978.
"ITD" modal identification procedure, the
input forces can be stationary random sig- 11. Hanks, B.R., and Ibrahim, S.R., "Com-
nals with zero mean. The condition of parison of Modal Test Methods on the
requiring white-noise is not at all Voyager Payload," SAE Paper
necessary. No. 781044, Nov. 1978.
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MODAL IDENTIFICATION OF STRUCTURES

Kennedy & Function
Pancu Techniques
(1947) (1978-1979)

FEQENCY MIN TES (97 99

Fig. 1 - Options and Trends in Modal Identification of Structures

TEST STRUCTURE

[RANDOM RESPONSES

"II

-MODAL PARAMETERS

Fig. 2 - Data for the "ITD" Technique
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TABLE 1
Theoretical and Identified Modal Parameters

Cas Moe %ampng r, ncy Mode Shape (x2 /xl) "qMCFq"
Case Mode %Damping m PhsO Ampl. Phaseo

1 1.24 9.86 100.10 1.42TheoryTheory 2 2.63 13.94 99.85 178.00
1 1.12 9.87 100.57 1.12 100.0 -0.1

99.9 0.1
1 2 2.78 13.94 98.70 179.45 98.0 0.6

96.8 0.6
1 1.18 9.87 100.20 1.31 99.9 0.1

299.8 -0.1
2 2.64 13.93 99.16 178.10 96.6 1.3

94.9 0.1
1 1.16 9.87 100.26 1.33 99.9 0.1

99.8 -0.2
2 2.66 13.96 99.93 177.53 96.5 1.8

94.1 0.2
1 1.22 9.86 100.2 1.21 100.0 -0.1

99.9 0.1
2 2.55 13.94 99.47 173.46 94.6 -2.7

96.5 1.6
1 1.20 9.89 101.50 2.69 99.7 0.2

97.6 -0.5
2 3.15 13.98 107.27 172.27 99.7 -2.9

91.3 -3.5

1 1.20 9.90 100.91 0.72 99.5 0.0
98.9 0.2

2 2.25 14.01 101.23 175.33 95.6 1.6
94.0 3.2

1 1.13 9.87 100.57 1.12 100.0 -0.1
7 9.8 0.1

2 2.65 13.97 101.91 177.71 "A -1.499.8 -2.0
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TABLE 2
Identified Parameters for Case 3 as a

Four Degrees of Freedom System

No. %Dampw Frequency 1"MCF"
Ampl. Phaseo

99.9 0.0
1 1.14 9.87

99.7 0.0
100.0 0.1

2 2.20 13.96
99.8 0.9
54.6 52.0

3 13.09 14.86
55.2 71.6
0.2 90.0

4 Overdamped 4.4 -90.0

4.6 180.0
5 Overdamped 4.2 180.0

TABLE 3
Identified Parameters for Case 7 as a

Four Degrees of Freedom System

No. Freuency "MCF"
_______ _________ __(fix) __ Ampi.__Phaxe0

100.0 -0.1
1 1.4 9.88

99.8 -0.1
96.1 1.5

2 2.28 13.93
95.4 1.4
28.2 95.1

3 21.64 12.93
13.0 46.3

13.7 90.0
4 Overdamped -- 7.7 90.0

00.0 180.0
Overdamped 0 1 .

0.1 0.0
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DISCUSSION

Mr. Dorland (Federal Railroad Administration): Mr. Ibrahim: The method still applies. This
The one example of applying this technique that was the one main thing behind the development
I know of in the railroad dynamics literature of this method, it doesn't have any restrictions
involved an input that was non stationary so the on the closeness of natural frequencies or the
experimenters elected not to do a modal identi- level of damping.
fication with it. Did they give up too easily?

Mr. Showalter (Shock and Vibration Information
M. Ibrahim: My last slide which was a conclu- Center) Do you think you could use a "random
sion was changed after I had a session with dec" technique to get the mo,e shape of a naval
Larry Pinson at NASA Langley Rasearch Center vessel where the random inputs would be due to
because I said that the input force only needs the wave motion of the ship underwayl
to be random. He said you have been using
stationary random inputs and you better stay Mr. Ibrahim: This is one subject that I would
there. So I think the next step would be to like to get some data on. I understand that
use nonstationary random inputs and see what some people are working on applying "random
happens. dec" and time domain identification techniques

to offshore drilling platforms which are like
Mr. Dorland: What if it were a narrow band ships due to the waves. Some professors in
random and non stationary input? ocean engineering told me that wave motion can

be classified as a stationary random narrow band
Mr. Ibrahim: All of these inputs were narrow process. So I think it can be done.
band.

Mr. Dorland: They seemed pretty wide to me
because the waveforms didn't look like narrow
band filter responses on the time history
records.

Mr. Ibrahim: If you are dealing with a very
narrow band random input the structural modes
in this range would be excited. Outside of this
rang* they wouldn't be excited or the excitation
would be very low.

Mr. Dorland: The reason I am making this com-
ment is that the time history these authors
had in their paper looked like narrow band fil-
tered responses for their input force and I'm
not sure what limitation that put on their pos-
sible results.

Mr. Ibrahim: In this case when we have random
responses due to some unknown random input
force we will be able to identify the modes that
have been excited by this random input force.
Modes that haven't been excited because the
forces didn't have enough power in some other
frequency range viii not appear in the responses.

Mr. SattLnner Nestinahougs Dattis Atomic Power
Lb): How closely spaced can your modes be
when you apply the random decrement technique?

Mr. Ibrahim: I don't think that "random dec"
has any effect on the closeness of modes or
their damping but the identification technique
has been very successful in identifying very
closely spaced natural frequencies. The close-
ness of the frequencies will not have any effect
on the random decrement computation.

Mr. SattL. Do you feel that you can still
apply the method even if the modes are close
enough to have a cross coupling between them or
a merging between them?
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STRUCTURAL-DYNAMIC CHARACTERIZATION OF AN EXPERIMENTAL
1200-KILOVOLT ELECTRICAL TRANSMISSION-LINE SYSTEM

by
LEON KENPNER, JR.

BONNEVILLE POWER ADMINISTRATION
PORTLAND, OREGON

and
STRETHER SMITH and RICHARD C. STROUD
SYNERGISTIC TECHNOLOGY INCORPORATED

CUPERTINO, CALIFORNIA

During the next decade the electrical- This paper describes an investigation con-
power industry will introduce new ducted to establish, by correlation of an-
transmission systems capable of carrying alytically and experimentally derived re-

significantly higher levels of electrical suits, credibility for structural and

power. These systems will require taller structural-dynamic modeling procedures

towers to increase conductor/earth clear- under development at SPA. The approach

ances. More conductors per phase will be was to formulate an analytical model of

required increasing dead loads and contri- one of the suspension towers and compare

buting to greater ice and wind loadings, the modal characteristics of that ideali-

These factors combine to produce a greater zation with measured properties obtained
threat of static and dynamic loading con- with a modal survey.
ditions that can lead to mechanical fai-
lure. In addition to these technical con- The SPAR (l)* finite-element program was
siderations, economics and the limited used for a the.retical analysis of the
availability of right-of-way will dictate tower. The entire test sequence was per-
more refined design procedures. These formed analytically prior to the experi-
conditions result in the need for more ac- mental phase to determine safe and ade-
curate structural analysis and more effec- quate loadings and to establish instrumen-
tive structural testing in the development tation gains. The suitability of the in-
of future transmission systems. strument distribution was verified by an

orthogonality check of theoretical eigen-

In preparation for planned 1200-kV vectors, truncated to instrument loca-
transmission lines, the Department of En- tions.
ergy's Bonneville Power Administration
(SPA) has constructed two experimental In conjunction with the modal test of the
ultra-high-voltage (UHV) transmission tower, the dynamic behavior of the eight-
lines; an electrical prototype at Lyons, conductor bundle and conductor-tower in-
Oregon, and a mechanical test line at teraction were experimentally investigat-
I.oro, Oregon. The Mechanical Test Facili- ed.
ty consists of an approximately
1.8-kilometer-long (1.1 mile) test line Twang (i.e., transient response to an ini-
with six towers. It is intended to pro- tial displacement) excitation was applied
vide a facility for the assembly of vari- at several locations on the tower and con-

ous insulator/conductor designs and to ductors. Resulting tower and conductor
help assess their behavior in response to motions were measured. Instrumentation
artificial and natural excitation. The included accelerometers on the tower and
site is located approximately 210 kilome- conductor, load cells at excitation points
ters (130 miles) east of Portland on the and at the tower-attachment points of the
eastern rim of the Deschutes River Canyon, insulator strings, and swing-angle sensors
a site that provides an abundance of wind on the insulators.
and ice loading. SPA has installed an ex-
tensive instrumentation and data- acquisi-
tion system for measurement of both envi- * Numbers in parentheses refer to refer-
romental conditions and mechanical res- ences listed at the end of the paper.
ponses.
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THE MORO TEST LINE

Figure 1 shows the mechanical test line.
It consists of two dead-end and four sus-
pension towers. At the time of the test
they were strung with single, twin, and
eight-conductor-bundle configurations of
41-millimeter diameter (1.6-inch) *Alumi-
num Conductor Steel Reinforced" (ACSR)
"Chukaro conductors. In addition, two
19-millimeter (0.75-inch) overhead ground
wires and two 12.7-millimeter (0.5-inch)
messenger wires (for suspension of conduc-
tor instrumentation leads) were strung.

Figure 2 shows the configuration of the
eight-conductor bundle. This, or similar
multiconductor systems, will be used in
UHV transmission lines in order to reduce
corona discharge, audible noise, and
radio-frequency interference. The bundle
is suspended at each tower by a "V-string'
insulator pair. Its geomletry is mainta-
ined by a yoke plate at each insulator
pair and by aspacer-dampers' at approxi-
mately 70-meter (230-foot) intervals in
the span.

Figure 1 The Noro Test Line

Analysis ok the test data was performed
using STI-VAMP (Vibration &nalysis and
Measurement Processor) to determine the
modal and other dynamic properties of the
transmission tower and eight-conductor
bundle.

Reliable measurements were made on a
number of tower modes and the modal char-
acterizations conpare satisfactorily with
computed values.

Experimental analysis of conductor motions
was considerably more difficult. The very Figure 2 Eight-Conductor Bundle
large dynamic range required of the accel-
erometers to measure phenomena ranging
from traveling waves (high-amplitude, The towers and conductors are instrumented
brief-duration accelerations) and aeolian with a variety of meteorological and
vibration (high-frequency, high-amplitude structural-response transducers. The sig-
accelerations) to "galloping" (low- fre- nals are appropriately conditioned and
quency, high-amplitude displacement, then acquired by a 256-channel, high-speed
low-amplitude acceleration) prevented data-acquisition system. A minicomputer

measurements that were adequate for con- system is used to select data for storage

veritional analysis. This difficulty may on magnetic-cartridge disk.
be reduced in future experiments by pre-
processing the accelerometer outputs INSTRUMlENTATION
(using analog techniques) to produce Ovel-
ocity-likea signals before digitization.

In this paper, theoretical and experimen- Figures 3 and 4 show the locations, orien-
tal procedures are described and a compar- tations, and types of transducers used in
ison of measured and predicted behavior is the tests. The following devices were
presented. A critique of the methods used used:
is presented and the concepts required for
characterization of a complete transmis- 1. Amplifier-followed piezoelectric
sion-line system are discussed. accelerometers measured motions

at 36 locations on the tower.
These instruments were used to
measure motions above 1 Hertz.
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2. Capacitive accelerometers were
used at six locations on the W

eight-conductor bundle. These
devices provide accurate data
from 0 to 50 Hertz and were used
as the primary conductor-motion
transducers. mmmu

3. Six tower/insulator loads were
transduced using strain-gage load
cells. U-gUUEUS1Ie

4. Applied loads were measured using
strain-gage load cells.

Figure 4 Conductor Instrumentation

1. Low-level signals (from the stra-
in gages and load cells) are am-
plified at the tower before being
transmitted to the data system.

2. The signal-conditioning system
has the following features:

1. Differential input.

2. AC coupling for piezoelectric
accelerometers (all other in-
strumentation was DC cou-
pled).

Figure 3 Tower Instrumentation MWEUBTE01 *CEL

5. Pendulum actuated potentiometer ANPLIfin AMPLIF1ES
swing-angle indicators were used
to transduce the angular
(along-line) motion of the
twin-conductor insulator and man
eight-conductor bundle V-string TERST '""a
insulator. These devices are
restricted to measurements below
1.5 Hertz by a 3-Hertz resonance
in the instrument.

6. Strains in the four tower legs
and two of the tower diagonal TA ""to

members were measured using con-
ventional foil strain gages. SIFFEMITIALAMPLWOR

Four-arm bridges were used with
temperature compensation provided
by two unstrained gages per
bridge.

Signal conditioning, data acquisition, and
monitoring were performed using the syuta
shown in Figure 5. Important features
are: Figue 5 Data System
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T
3. Eight-pole low-pass filters , transpose of eigenvector

for rejection of aliasing I matrix
signals. For all tests re-
ported here, filters were set M = mass matrix
at 40 Hertz. This, when com-
bined with a 100 samples per
second data acquisition rate,
provided 40 dB of antialias
protection for the signal
range of interest (0 to 25
Hertz).

3. Filter outputs were digitized
with a 256-channel analog-to- di-
gital converter system. This
system acquired data at 100 sam-
ples per channel per second with
a resolution of 12 bits (i.e.,
one part in 4096).

PRETEST AALYSIS

A pretest analysis was conducted to help
select instrumentation and excitation lo-
cations and to give experimenters a pred-
iction of response levels.

The analytical model of Tower #4 is shown
in Figure 6. It contains 502 elements and Figure 6 Tower Analysis Model
177 nodes. With the exception of the
fixed groundline points, each node allows
three translations and three rotations
giving a total of 1038 degrees of freedom, is approximately the unit matrix, i.e.,
Although the mass and stiffness of the in- ones along the diagonal and smallsulators and conductors were not modeled, off-diagonal terms. A large off-diagonal

term would indicate that the instrument
their weights were included. distribution is incapable of distinguish-

ing between two similar modes. This study
After the model was specified, the SPAR indicated that the accelerometer distribu-
finite-element program was used to deter- tion used was satisfactory for characteri-
mine the mass, stiffness, and zation of the analytically-predictd modes.
geometric-stiffness matrices. An eigenso-
lution uzas performed to estimate the reso- The final step in the pretest analysis was
nant frequencies (eigenvalues) and associ- to compute the dynamic response of the
ated mode shapes (eigenvectors). tower to each of the planned loadings.

The objective was to estimate peak accel-
The next step in the analysis was to per- erations and loads to provide informationform an ortho onality check on the analyt-

ically derived nodes which were truncated required to set instrumentation gains and

to contain only the degrees-of-freedom* at to assure that allowable stresses would

the accelerometer locations. The mass ma- not be exceeded.

trix used in the orthogonality check was
determined by Guyan reduction (2) of the
full SPAR-generated mass matrix. The mo- TEST TECIlQUC

tive for this analyses was to verify ade-
quacy of the instrument distribution.
Ideally, the product of an orthogonality
check;, i.e.: The physical nature of the transmission

T system restricted the excitation alterna-
4 tiveL for testing. The classical excita-

tion procedures were considered; i.e.,
sine dwell, sine sweep, fast sine sweep or

where: =igenvector matrix chirp, random, impulse, release fro;t ini-
tial displacement or twang, and ambient.
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The size and mass of tLe toer and conduc-
tors, the background noise levels (due to
wind excitation), the requirement of pro-
ducin realistically large motions, and
availaole excitation methods, restricte
the selection to twang excitation.
t-lthoupin other r.etnod have signiticant
tignal-processing advantages, the capabil-
ity ol applying large loaos, at several
locations high on the tower, gives the
tw;aig-excitation concept a large practical
advantage.

Forces were applieo to the tower and con- L 7
ductor with the hydraulic-winch truck VEDTICAL LOAD 'MST

TRANISVERSE1 L.OAD TStli

shown in Figure 7. The release was accom-
plished viLh the snap-shackle assembly
shown in Figure 8.

II

LONGITUDI14AL LOAD TEST TORSIONAL LOAD TEST

Figure 7 Winch Truck Figure 9 Tower Loading

1. Load was applied incrementally in
ten steps to the maximum level of
45,000 Nlewtons (10,000 pounds)
for tower tests, 18,000 Dewtone
(4000 pounds) for vertical con-
ductor tests, and 4,500 Ilewtons
(1000 pounds) for conductor tor-
sion tests.

2. At each load level, static de-
flections were measured with the-
odolites to determine the stiff-
ness of the tower and to deter-
mine the amount of permanent set
(3).

Figure 8 Pully/Snap Shackle Assembly 3. After maximum load was reached,
the data-acquisition system was
activated and the load released.
Data were acquired for periods

The tower was loaded at the locations ranging from 30 to 60 seconds,
shown in Figure 9. Loads were applied to depending on the duration of
the conductor, both concentrically (verti- transient response. In some con-
cal) and eccentrically (torsion), using ductor tests, data acquisition
the fixture shown in Figure 10. was restarted to provide more

than one minute of data.
In each instance, the test procedure was
as follows:
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5. Transfer functions (i.e., the
response spectra divided by the
spectrum of the applied force)
were calculated.

6. The transfer functions were fit-
ted with an analytical expression
for linear, multimode responses.
The VAMP "global" fitting method,
which produces a best-fit
normal-mode set, was used to pro-
vide an estimate of the modal
parameters.

LOShe

Figure 11 shows a typical set of data for
V9T LOW , oO ""MALLosthe tower with the fitted results superim-
FO0e-colIgruFORO0 ,f0" 11101€10111. posed. The transfer functions shown are

for several displacement responses near
the top of the tower during a "transverse"
tower test. There are approximately 30

Figure 10 Conductor Loading Devices modes evident below 12 Hertz. Nodal ana-
lysis was performed for each load condi-
tion for the 20 most-significant (from a
global-response standpoint) modes below 12

ANALYSIS OF EXPERIMENTAL DATA Hertz. Very closely spaced modes were ef-
fectively separated by analysis of more
than one transfer-function set. In par-
ticular, the first two modes of the tower

The discrete data acquired during the con- have virtually identical resonant frequen-
ductor and tower tests were processed to cies but, because of the distinct nature
determine the dynamic characteristics of of their mode shapes, are easily separated
the system. The intent was to determine, by coordinated analysis of transverse and
wherever possible, the modal characteris- torsional tests.
tics of the transmission-line system and
to define interactions between the system OIM-
elements. T € .E .- m E . t.o. ,

The analysis was performed in two stages:
A preprocessor was used for the following
functions:

1. The time-series data was read in
blocks of 1024 (10.24 seconds), rm N.6t

2048 (20.48 seconds), 4096 (40.96
seconds),8192 (81.92 seconds) or
16384 (163.84 seconds) points.

2. The conditioned time histories
were converted to spectra by dis- m.e.-ev a p.nes
crete Fourier Transform.

Figure 11 Tower Transfer Functions
3. A block of 512 spectral values

was selected. This process, com-
bined with the four time-series- The second minute of conductor motion was
length options, resulted in up to analyzed to determine modal frequencies
a "16-to-i zoom". For the tower and damping. During this period the tray-
and conductor-tower interaction eling-wave motions were essentially dissa-
analyses, a zoom ratio of 4 (pro- pated leaving only "modal" activity. For
ducing a frequency range of 0 to these studies, a zoom ratio of eight was
12.5 Hertz) was used. A ratio of used to provide sufficient spectral reso-
8 or 16 (frequency range of 0 to lution.
3.12 or 6.25 Hertz) was used for
conductor modal analysis. The first minute of data for the

conductor-excited tests was analyzed to
4. The resulting spectra were stored determine the interaction of the tower to

in VAMP files and converted to large-amplitude, conductor-motion inputs.
engineering units (i.e., multi- The data were analyzed by the following
plication by calibration fac- procedure:
tors).
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1. Vertical motion of the spacers . 0 .. .1 9
was determined by performing a ,..
vector addition of the accelerom-
eter responses at each location.

2. Responses of the strain gages on "o.
the tower legs were plotted as a
function of time as a measure of ,.g
tower loading due to conductor
excitation.

3. Vertical motions of the spacers
were plotted, with the vertical
motions of the arm tip (Acceler-
ometer 8), for comparison of lev-
els.

MAlAOL MAWs"

4. The spectra of these motions were ''U'I i.tf

determined by discrete Fourier Figure 12b First Transverse Mode
transform. Figure 12 shows the analytically and ex-

5. The tower-motion/conductor-motion perimentally determined shapes for the
transmissability was calculated first three tower modes.
to determine tower/conductor in-
teraction as a function of fre- Modes with nearly identical indicated
quency. shapes were identified at 1.54 and 2.05

Hertz. The similarity of these modes
caused a large off-diagonal terms in the
orthogonality matrix. The inability of
the orthogonality check to distinguish

RESULTS between them indicates that at least one
of the modes involves response of unin-
strumented degrees of freedom. In addi-
tion, the lower-frequency mode was not

The following table compares the determi- predicted by the analytical model.
nations of the tower resonant frequencies, Further testing of the eight-conductor in-
damping, and analytical/experimental or- sulator revealed a local resonance at ap-
thogonality values for the first four ex- proximately 1.5 Hertz. Insulator motion
perimentally determined modes. was not included in the finite-element

model and is undoubtably the source of the
unidentified mode.

TEST ANALYSIS TEST/ANALYSIS STRUCTURAL
FREQUENCY FREQUENCY ORTHOGONALITY DAMPING The experimental results for the second,

third and fourth modes show excellent
1.54 no analysis no analysis .030 agreement with the analysis values. The
2.05 2.24 .949 .035 measured resonant frequencies were found

2.09 2.37 .907 .016 to be about 10 percent below the analysis
2.37 2.64 .969 .020 predictions. Refinement of the analytical

model to include the effect of conductor
and insulator mass would lower the theo-_ a

-~~~j **am -a.W

stp P A

asm AW

vrcA. . am a,. lt- tee

91506wy e.g,,- Nee,U em PSO,,W , UCY i.OS1 *IISe0.10

Figure 12a First Longitudinal Mode Figure 12c Second Longitudinal Mode
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retical predictions. Other unaccounted 1. Responses at the spacers are
effects that would improve correlation in- characterized by very sharp ac-
clude joint slippage and base flexibility. celeration pulses that are due to
However, the results produced were deemed traveling waves. These waves
satisfactory for the test requirements and decay rapidly and the "modalo no-
further refinement was not attempted. The tions become dominant.
mode-shape determinations produced good
correlation with analytical quantities. 2. "Nodal" behavior continues at

very low damping well beyond the
Vertical motions of the third spacer dur- end of the data sample.
ing the second minute of the spacer #3
twang test was analyzed to determine na- 3. Despite displacement amplitudes
tural frequencies and related damping of over three meters (ten feet).
coefficients. The following results were "Galloping* accelerations at ap-
determined: proximately 0.1 Hertz are insig-

nificant compared to other meas-
FREQUENCY STRUCTURAL DAMPING ured accelerations.

COEFFICIENT
4. The tower responds at signifi-

0.145 .084 cantly lower peak acceleration
0.272 .034 levels (10%) than the conductor.
0.387 .026
0.420 .022
0.548 .017 The transmissability (Figure 14) between
0.682 .016 the tower and conductor motions is signi-
0.810 .012 ficant (greater than 0.2) for a wide range
1.100 .009 of frequencies and exceeds unity at some
1.356 .008 tower resonances. The common assumption
1 .635 .008 of insignificant interaction between the

conductor and tower is not valid for this
test line. Conductor motion in the fre-

3.430 .005 quency range of tower sensitivity (i.e.,
3.577 .004 above two Hertz in this instance) will ex-
3.711 .004 cite the tower to significant levels.

It is interesting to note the progressive . . -. m :. -
decrease in damping coefficient with in-
creasing modal frequency. For the first
few modes, the damping is very high (by
normal structure standards) while, for the
higher-frequency modes, the damping is
quite low.

Figure 13 shows the response histories,
due to a 18,000-Newton (4000-pound) verti-
cal input at spacer #3, for the first
fifty seconds after excitation at the sec-
ond and third conductor spacers and the ......... ....... ......... I I
tower-arm tip. Several features of the Figure 14 Tower Arm/Conductor
response should be observed: Transmissability

TIrE SCA.Eo 4,1miE~IUEC.,--fTCS*C D-L.f I* t .eil. Ml..ft*-?
TTIIS,27,4

CRITIQUE

One of the more important results of this
s r Leo ss test series was the experience gained
P " ~9.4.II _____.which may be applied to future experi-

ments.

.The two primary problems encountered were:

r, 4 , 56 I 1. The "twang" method of excitation
_M __.- _ .0. causes several data-processing

difficulties and greatly res-
tricts the options available for

Figure 13 Conductor and Tower-Arm Response analysis.
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2. The use of acceleration signals reduced. This is presently being per-
was not entirely satisfactory for formed at the Moro test site by signal
measuring conductor motions. conditioning the conductor accelerometerswith "AC-coupled integrators* (i.e., a

In spite of its utility in applying large two-pole bandpass filter centered at 0.2
loads far from the ground, "twang' excita- Hertz). The success of this approach will
tion is probably not the best method ava- be determined by analysis of conductor
ilable for transmission-line-system test- response to natural excitation over the
ing. It produces responses of inadequate 1979/1980 winter and during future
duration. These signal's brevity and forced-vibration tests.
high-frequency content requires an imprac-
tically high sample rate and a very large The analytical/experimental comparison
discrete Fourier transform (i.e., many showed the techniques being used for ana-
spectral lines) to provide the spectral lysis of tower motions are satisfactory.
density required for accurate modal ana- However, insulator motions have not been
lysis at low frequencies. Also, transient included in the analyses because they were
testing gives an "average" of the modal thought to be insignificant and because
characteristics over the range of response available techniques do not accurately
amplitude. For structures with known non- predict their behavior. Modeling techni-
linearity, such as the transmission sys- ques for the conductors and insulators
tem, this procedure can lead to unconser- must be upgraded to include more realistic
vative errors. (nonfixed) boundary conditions to provide

improved correlation. It is necessary

A solution is to provide a continuous ex- that these elements be adequately modeled

citation function that can be controlled to characterize the overall behavior of a
in level and duration. A hydraulic shak- transmission-line system.
er, driven by a sinusoidal or "chirp*
(fast sine sweep) command, appears to be a
likely solution. This excitation method
will also allow the study of the system's CONCLUDING RE4ARKS
response to a range of simulated "real"
excitations.

This test series has produced a number of
The extremely wide range of accelerations conclusions. Four of the most significant
that conductors experience, under both na- are:
tural and artificial excitation, make ac-
celeration an inappropriate measurement 1. It was shown that the finite-
under many conditions. The detection of element modeling of the tower
"galloping* motions at approximately 0.1 provided adequate predictions of
Hertz, requires an acceleration resolution the measured tower behavior.
of 0.0005 g's to measure 2.5 centimeters
(1 inch). This must be done in the pres- 2. The widely accepted belief that
ence of high-frequency (above 20 Hertz) conductor and tower dynamics are
aeolian and traveling-wave motions of the separable is not justified for
order of 5 g's. Thus, a dynamic range of this case. For transmission-line
10,000 to 1 is required of the instrumen- systems, in which the mass of the
tation and acquisition system. This capa- conductors is significant con-
bility is well beyond the present pared to the tower, interaction
state-of-the-art. effects cannot be ignored. The

insulator does not isolate the
Characterization of traveling waves in the components and large loads can be
conductor is impractical with acceleration transferred from the conductors
measurements. Initial motions of the con- to the tower. Such dynamic ef-
ductor twang tests consisted primarily of fects may threaten the structural
waves with very brief intervals of high integrity of the system.

(theoretically infinite) acceleration.
Effective characterization of these mo- 3. Significant changes in instrumen-
tions would require an impractically high tation are needed to characterize

data-acquisition rate. aOnductor motions. Both travel-
ing waves and the ever-present

A potential solution to both of these dif- aeolian vibrations can produce

ficulties is to use high-resolution accel- high-frequency, high-acceleration

erometers and to perform analog integra- signals that overwhelmingly d6,arf

tion to produce a avelocity-likel signal. the low-frequency signals relateo

For this response parameter, the required to galloping, .iaking meaningful

dynamic range of the data-acquisition sys- analysis of this phienonenon very

ten is reduced to the order of 150 to I, a unlikely. A measurement of velo-

realizable capability, and the frequency city or displacement tine histo-

range of significant signals is greatly ries woul6 be less sensitive to
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aeolian phenomena. In the long
term, some radical developments
in measurement methods may make
such direct measurements possi-
ble. However, for the near fu-
ture, analog processing of accel-
eration signals is the most like-
ly solution.

4. The appearance of insulator reso-
nances in tower-response measure-
ments indicates that insulator
and conductor characteristics
must be included in the analysis
of transmission-line systems.

The eventual objective of dynamic analysis
of transmission towers or conductors
should be an integrated analysis of all
elements (i.e., towers, insulators, and
conductors). This type of integrated ap-
proach is necessary to perform analydis of
the accuracy required to design the
electrical transmission systems of the fu-
ture.
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DISCUSSION

Mr. Volin (Shock and Vibration Information Mr. Smith: Have you assumed anything other than
Center): The towers had walkways for instru- rigid Joints?
mentLng the conductors. How would that model be
affected if you had removed those walkways? Mr. Stahle: I think the towers had bolted
Would that make any difference in the mode joints so I have a little trouble understanding
shapes and natural frequencies of the tower? why you missed it by ten percent. I wonder if

you have a cable problem that could cause your
Mr. Smith: The tower was modeled both with and error]
without the walkways obviously. There were
relatively small differences, the walkways are Mr. Smith: A cable probleml
relatively small mass compared to the rest of
the tower, but they were included because the Mr. Stahle: Cable interaction problem.
objective was to verify the analytical techni-
ques that we were using and so they had to be Mr. Smith: That could be. The weight of the
included to show that things were right, cables but not the mass of the cables was includ-

ed in the analytical model and that could con-
Mr. Volin: Did you consider that the cables are ceLvably push it in the right direction.
very prone to being excited by wind loads? How
would those interact with the towerl Mr. Dvrdahl (Boeig Company): How about some

of the other modes, were you off on those too?
Mr. Smith: For three of the six days of the
test it was blowing so hard and the conductors Mr. Smith: The first three modes were all off
were going so hard that we couldn't do any rea- by ten percent. Now we did not adjust the model
sonable testing and let me tell you that the after the test which is a standard procedure. I
wind really does the job on it. am sure we could have had very good agreement

if we had done that.

Mr. Stahle (General Electric Company): You
said you missed the tower frequencies by ten Mr. Dvrdahl: In relating back to Bob Hager's
percent? speech this morning, when are you going to be

ready to dispense with the test and do it all
Hr. Smith: The analytical predictions were analytically and with a great deal of confidencel
consistently ten percent above the measured
frequencies. Mr. Smith: With certain kinds of simple struc-

tures, not very long from now. And I would like
Mr. Stahle: And I think you also indicated to think that this kind of structure is one ex-
that this was due to the fact that you had ample.
bolted Joints.

Mr. Dyrdahl: How about the base of the founds-
Mr. Smith: That is one good reasonable assump- tLon? Did you model the soil?
tion.

Mr. Smith: This analytical model had a rigid
Mr. Stahle.: Do you feel that ten percent base. There have been some studies at Bonneville
gives you adequate analytical correlation and that showed that this doesn't make that much
is there anything you can do to your math difference.
modeling that would improve it?

Mr. Smith: Yes you could improve it. No I
don't think it is worth the trouble. We have
found this ten percent difference to be fairly
consistent when we use sophisticated finite
programs like SPAR. These differences are due
to small nonlinearities in the joints and such
things as that, they will be very, very hard
to characterize and I don't think they are
worth chasing.

Mr. Stahle: We were recently involved in a wind
turbine design using thrust towers. We did not
miss it by ten percent, we used NASTRAN and the
towers had bolted joints.
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DESIGN TECHNIQUES

ANALYSIS AND DESIGN OF THE SHUTTLE REMOTE MANIPULATOR SYSTEM
MECHANICAL ARM FOR LAUNCH DYNAMIC ENVIRONMENT

D.M. GOSSAIN, E. QUITTNER, S.S. SACHDEV
SPAR AEROSPACE LIMITED

TORONTO, CANADA

INTRODUCTION The launch dynamic environment speci-
fied for the stowed arm comprises very
low frequency acceleration (applied as

The Remote Manipulator System (RMS) is quasi-static g-levels) and random
a part of the payload handling system vibration inputs applied at the
of the U.S. Space Shuttle Orbiter. It longeron. The random vibration spec-

4 comprises the orbiter-mounted hardware trum extends from 20 Hz. to 2000 Hz.
installed in the payload bay and the

m crew compartment. The payload bay This paper presents an overview of the

c equipment consists essentially of a design and analysis studies undertaken
s Manipulator Arm. for the stowed MA, the problem
4 encountered and their solutions. The

data presented here are typical and for
0 The Manipulator Arm (MA) is a 15.24 m discussion only since they are subject

(50 ft.) long tubular structure to update/revision in the design/

I consisting of six joints providing six development process.
rotational degrees- of-freedom. The
joints correspond to the degrees-of- DESIGN FEATURES OF THE MECHANICAL ARM
freedom of a human arm. The arm is
attached at one end to the Manipulator The MA has been designed to meet strin-
Positioning Mechanism (MPM) of the gent weight and stiffness require-
Orbiter. The joints near the attach- ments. The constraints of stowage
ment, called "shoulder joints", provide require that the arm cross-section stay
two degrees-of-freedom and the joints within a 38.1 cm (15") diameter dynamic
at the tip, called "wrist joints" envelope. The maximum diameter of the
provide three degrees-of-freedom. An arm booms is limited to 34.29 cm
.elbow joint" in the middle of the arm, (13.5") due to this constraint. The
provides one degree-of-freedom. The stiffness of the arm and the torque
"joints" are electro-mechanical struc- capacities of the joints are governed
tures, with the rotational degrees-of- by considerations of the on-orbit
freedom provided by motor-driven high- operation of the arm. A design goal of
ratio gearboxes. The joints are stiffness of 0.885 N/cm (10 lbf/inch)
connected by 34.29 cm (13.5") dia. at the tip of the arm, when fully
tubular members, called "booms". The extended, has been used. The torque
tip of the arm carries an End Effector and speed capabilities of the joints,
which attaches to the payload, given in Table 1, are based on the

requirements to perform payload
manoeuvres within specified time
limits, stopping the payloads within

During launch the arm is stowed in the specified distances, ability to apply
payload bay. In this configuration forces at the arm tip, etc. References
three additional supports are provided (1), (2) and (3) give details of RMS
to the arm by the Manipulator Retention system requirements on which the design
Latches (MRL) - one near the elbow is based.
joint and two in the wrist joint area.
Figure I is a schematic showing the arm The stiffness and weight distribution
in its stowed configuration. In orbit, of the arm structure along its length
the MPM deploys the Arm into an has been optimized within the con-
operational position. The MRL's are straints of keeping the design cost
released and RMS is ready for use. effective i.e. considering commonality
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of parts, manufacturing costs, Detailed descriptions of the Manipu-
schedules, etc. As a result, the lator Arm design are given in
wrist-region joint structures are References (1) and (4).
within a smaller diametral envelope
(and, thus, have lower stiffness) than
the shoulder or elbow joints. The INITIAL/PRELIMINARY LAUNCH STUDIES
booms are made from graphite-epoxy
composites. The inside diameters of At the preliminary design stage, all
the upper and lower arm booms are the the joint-structures were designed to
same but the lower arm boom has a be within 34.29 cm (13.5") diameter
smaller thickness. envelope with an allowance of 3.81 cm

(1.5") for arm deflections under
acceleration/ vibration environment.

The structural components, other than The arm brace (Figure 1) was not a part
the booms, are made of conventional of the design. It became apparent at
engineering materials: stainless this stage that the largest deflec-
steel, aluminum alloys and titanium tions, at the arm centre-line, were in
alloys, the lateral direction (Y) and that the

stiffness of the MPM structure was
primarily responsible for these deflec-

Each joint in the arm has a drive tions. The deflections occur under the
module. The input and output sides of application of "quasi-static" launch
the drive module are attached to struc- accelerations in the lateral direc-
tural elements (referred to as "joint tion. Although the accelerations in

4 structures") which provide structural the longitudinal direction (thrust) are
load paths and interfaces to other the highest, the stiffness of the

m joints or structural components of the retention system in this direction is
c Arm. Figure 2 shows the configuration also significantly higher than that in
s of shoulder joint, as an example. The the lateral direction. Also, a larger
4 drive modules have commonality of dynamic envelope is available along the
9 design. Each module consists of a length of the arm.
0 brushless d.c. motor along with its

drive/control hardware (tachometer,
2 commutation scanner, brake) and a Analysis for random vibration input

high-ratio gearbox. The gearbox indicated very high loads in the arm,
comprises high-speed spur gear-trains especially at the joints where the
and a low-speed bearingless-differen- dynamic loads (bending moments) are
tial-planetary (epicyclic) drive. The carried by the gear-trains. A finite-
differential planetary drive is at the element, lumped-mass, mathematical
output-end of the gearbox, and has a model of the system was used and is
ratio of 40:1 for all joints. The discussed in a later section.
gear-ratios for the spur gears are
adjusted to get the required gear-
ratios for different joints (Table 1). The loads at the Arm joints in response
The gear-train schematic for the to random input (Table 2) were
shoulder joint is shown in Figure 3, as calculated to be as given in the table
an example. below.

The Arm structure is designed for 100 It is seen from the table that the
missions. The requirement is to demon- random loads are far in excess of the
strate that the structual components maximum torque capability of the joints
can survive 100 missions with a scatter for on-orbit operation. Fatigue damage
factor of 4 i.e. survive load cycles calculations, which included the effect
equivalent to 400 missions, including of loads due to quasi-state accelera-
launch. tion, indicated that the application of

RESPONSE
BENDING MOMENT TORQUE CAPABILITY

JOINT (N-m)(rms) ON-ORBIT (N-m)

Shoulder-Yaw 542.3( 400 lbf-ft) 1308.3(965 lbf-ft)
Shoulder-Pitch 3158.9(2330 lbf-ft) 1308.3(965 lbf-ft)
Elbow-Pitch 1532.0(1130 lbf-ft) 894.8(660 lbf-ft)
Wrist-Yaw 854.1( 630 lbf-ft) 391.8(289 lbf-ft)
Wrist-Pitch 1586.2(1170 lbf-ft) 391.8(289 lbf-ft)
Wrist-Roll 583.0( 430 lbf-ft) 391.8(289 lbf-ft)
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TABLE 1

ARM JOINT CHARACTERISTICS

SHOULDER ELBOW WRIST

PARAMETER UNITS YAW PITCH PITCH PITCH YAW ROLL

Maximum Capability N-m 1308.3 1303.3 894.8 391.8 391.8 391.8

(Nominal) Ft-lbs (965) (965) (660) (289) (289) (289)

Output Speed Limits

- Unloaded Rad/sec 0.04 0.04 0.056 0.083 0.083 0.083

- Loaded Rad/sec 0.004 0.004 0.0056 0.0083 0.0083 0.008

Gear Ratio - 1842:1 1842:1 1260:1 738:1 738:1 738:1

4/
m
c TABLE 2
s
4 PRELIMINARY RANDOM VIBRATION SPECIFICATION
9
0 (ACCELERATION POWER SPECTRAL DENSITY)
/1
0 Level A

20-90 Hz : increasing at 6 db/Oct to 0.1 g2/Hz

90-300 Hz : constant at 0.1 g2/Hz

300-2000 HZ: decreasing at 6 db/Oct.

(Duration: 34 minutes)

Level B

20-40 Hz: increasing at 6 db/Oct to 0.05 g2/Hz

40-150 Hz: constant at 0.5 g2/Hz

150-2000 Hz: decreasing at 6 db/Oct.

(Duration: 14 minutes)

REVISED RANDOM VIBRATION SPECIFICATION

(ACCELERATION POWER SPECTRAL DENSITY

20-30 Hz: increasing at 6db/Oct. to 0.006 g2 /Hz

30-250 Hz: constant at 0.006 g2 /Hz

250-2000 Hz: decreasing at -6db/Oct. from 0.006g 2 /Hz at 250 Hz

(Duration: 48 minutes)
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these random loads for 48 minutes result of a joint being "inertia-
(equivalent to 100 launches with a controlled" i.e., it does not rotate at
scatter factor of 4) would consume high frequencies at which the arm
practically all the fatigue life of the structure vibrates under random
gear teeth which had been sized from inputs. Providing a slipping clutch or
on-orbit load considerations, another load path which would by-pass

the gear-train in the joint, would
A system study of the stowed Arm was isolate the gear-train. Such an
then undertaken, with the following arrangement would have to be opera-
design requirements: tional only during launch.

(a) The primary design driver for the
Arm shall be the on-orbit perfor- The studies also indicated that:
mance requirements of the RMS.

(a) The three support structures (in
(b) The MA support and retention additior to that at the shoulder)

system shall be optimum within its could be moved along the longeron
own constraints of weight and somewhat, to better locations.
cost. The system is being
designed by the Orbiter (b) Lower Z direction stiffness of the
Contractor, Rockwell. support structure would provide

relief to joint loads, since it
(c) The effect of launch-induced loads would have the effect of lowering

on the life of joint gear-teeth Z-direction natural frequencies
4 shall be minimal in order to have and cutting off high-frequency

the full fatigue-life available inputs.
m primarily for on-orbit operations.
c (c) Addition of damping could be
s (d) The deflections of the system considered to reduce response. A
4 under dynamic inputs shall be such modal magnification factor (Q) of
9 as not to violate the available 15 has been used in the analysis.
0 dynamic envelope. Response levels would be reduced

with additional damping (lower Q).
3 (e) The retention system support

locations should interface on the
metallic structural components of BASELINE CONFIGURATION
the arm.

The results of these studies led to a
Two different approaches were investi- number of trade-offs and also a review
gated during this study: of the vibration environment. As a

result, a baseline configuration for
(a) Cradled-joint design, in which a launch was arrived at, with the

"cradle" supports the structure on following features:
two sides of a joint. A typical
arrangement, for the elbow joint, (a) A brace at the shoulder joint was
is shown in Figure 4. The cradles introduced to protect the shoulder
would have stiffness, in the Z-X pitch joint. The brace is shown
plane, much higher than the arm, in Figures 1 and 2.
in order to provide an alternate
load path and thus reduce the (b) The elbow joint was moved toward
loads in the gear train. Cradles its support and the first Wrist
for the wrist region could be Support (fwd) was moved aft.
selectively gimballed in order to
reduce yaw-moments (moments about (c) A review of launch environment
the Z-axis, Mz). resulted in lower vibration levels

due to the effects of water-spray
(b) A free-joint design, in which the at lift-off and inclusion of arm

gear train of the joint is inertia effects in orbiter
"decoupled" or "declutched". dynamics. The environment is

shown in Table 2.
The effective inertia of a motor rotor
(and other inertia elements on the (d) The cradled-joint designs and
input shaft) at the output of the gear- free-joint designs were not
box varies as the square of the gear- considered feasible on the grounds
ratio. As discussed further in a later of weight-penalty, reliability,
section, the effective inertias of the program delays due to development
joints are very high; this has the efforts required, etc.
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(e) Additional damping or isolation Commercially available structural
pads at the retention system analysis programs, such as STARDYNE
support points, to be used if (Ref. 8) and NASTRAN (Ref. 9) are
found necessary. written to compute the structural

response to dynamic inputs. STARDYNE
(f) A weight reduction and stiffness- has been used for most of the analysis;

optimization study had shown that some supplementary analysis has been
wrist joint structures could be done using NASTRAN.
reduced in diametral dimensions
without significant reduction in
required stiffness, because of Mathematical modelling involves use of
their proximity to the arm tip. judgement and assumptions about the
Reduction in stiffness in this system to be analysed. Some of the
region would reduce the wrist- assumptions made for the base-line
joint loads under vibration. The model, in addition to the assumption of
diametral envelope for the region linearity, are discussed below. The
was reduced from 34.29 cm (13.5") validity of these assumptions and their
to 24.13 cm (9.5") as a result of implications have been investigated
this study. further and are discussed in a later

section.
ANALYSIS

With the development of the baseline (a) The joint gear-trains are assumed
configuration, the dynamic analysis to have the capacity to transmit

4 entered the phase of generating loads moments through the gear teeth in
that would be used for detailed design the launch dynamic environment.

m of the structural components of the arm The gear-trains are, thus, assumed
c and the retention system. The approach to provide structural continuity
s taken for analysis was to develop a for transfer of bending moments.
4 mathematical model and a set of assump-
9 tions to be used in the analysis, e.g.
0 load paths, load transfer character- Stiffness characteristics of the

istics of the geartrains, modal gear-trains, are included in the
4 damping, etc. The basic assumptions appropriate beam elements for the

were separately investigated, by joint structures in the model.
further analysis and/or tests, for
their validity. This led to a "base-
line model" which was used to generate (b) The damping in the system acts as
loads and to support the iterative "modal" damping i.e. each mode of
design process. Since the effects of the structure has a certain amount
various simplifying assumptions had of damping associated with it. In
been studied separately, the baseline the baseine model, a magnification
model remained relatively simple and factor, Q - 15 (damping ratio -
could be used in a cost-effective 0.033) has been used for all the
manner. modes.

A finite-element model of the Manipu-
lator Arm and the retention system has (c) Random input to the system,
been used. The model is shown in applied at the longeron, is
Figure 5. The theory of finite- assumed to be spatially
element techniques is fairly well known correlated.
and discussed extensively in references
such as (5). The whole structure has
been idealized as an assemblage of beam RESULTS
elements, to which stiffness properties
are assigned. "Lumped" masses are Two locations on the arm are provided
assigned to nodes. The number of for the attachment of TV cameras and
"mass" nodes have been selected to lights: one at the elbow joint
obtain the low order vibration nodes (optional) and the other at the wrist
(up to 100 Hz) with sufficient joint.
accuracy.

The dynamic response of the system to (a) Mode Shapes and Frequencies
random input at the base is computed
using the finite-element model. The The first sixteen frequencies and
basic theory is, again, well-known mode shapes of the system (camera
(Ref. 6, 7) and is not discussed here. at wrist) are:
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NO. f(Hz) MODE SHAPE Fatigue damage to the gear teeth has
been estimated using the Miner-Palmgren

1 9.1 Y-mode (displacement in hypothesis for cumulative fatigue
the X-Y plane) damage, which defines fatigue damage D

2 10.1 Y-mode as:
3 11.5 Y-mode
4 15.6 Y-mode n
5 17.9 Z-X mode (displacements D =2 i

in the Z-X plane) Ni

6 26.2 Y-mode (camera)
7 26.9 Z-mode where:
8 30.2 Y-mode
9 34.2 Z-mode ni = Number of cycles at a stress level

10 43.8 Y-Z mixed mode
11 44.9 Z-Y mixed mode Ni = Number of cycles necessary to
12 50.5 Z-mode cause failure at that stress level
13 57.4 Z-mode
14 71.8 Y-mode The damage index D is a dimensionless
15 77.8 Z-mode number between 0 and 1, and failure is
16 91.3 Z-mode considered to occur when D = 1. The

hypothesis is not generally colla-
Some of the mode shapes are shown in borated by experimental data; however,
Figure 6a through 6c. it is commonly used because of its

simplicity and for the lack of anything
4 (b) Loads better at the design stage. Conser-

vatism lies in using a low number for D
m The bending moments at the arm as a failure criterion. The random
c joints (gear-trains) in response response loads can be converted to
s to the random input are: "equivalent" sinusoidal loads using the
4 approach discussed in Ref. 7. In using
9 this approach, the damage index for the
0 DIRECTION BENDING MOMENT DIRECTION gear teeth has been calculated to be

OF (3-SIGMA) OF BASE very small (<0.01), thus providing
5 JOINT (N-m) INPUT confidence that no significant fatigue

damage would occur due to the random
Shoulder- 107.6 launch loads. (The effect of quasi-
Yaw (79 lbf-ft) Z static loads is included by using a

Soderberg-diagram for fatigue life).
Shoulder- 282.4
Pitch (208 lbf-ft) X

INVESTIGATION OF ASSUMPTIONS
Elbow- 885.8
Pitch (653 lbf-ft) z The simplifying assumptions used in the

baseline model have been investigated
Wrist-Yaw 186.0 further for their validity, and are

(137 lbf-ft) Z discussed below:

Wrist-Pitch 907.0
(669 lbf-ft) Z (a) Gear-Train Load Transfer

The shoulder joints are now well The baseline model assumes that
protected by the brace. The Z-direc- the gear-trains provide structural
tion input produces the largest pitch continuity. This assumption
bending-moments. The low frequency eliminates the need for an
modes of the system are in the Y-direc- explicit modelling of the gear-
tion (lateral) providing good isolation train in studying the dynamics of
for Y-direction random input which the system.
starts at 20 Hz. The Z-direction modes
start at around 20 Hz and are excited The apparent inertia, 1o , at the
by the random input. The modes output of a gear-train is:
generally have low participation
factors for X-direction input (the 10 , Im x N

2

primary Z-X mode is at 17.9 Hz), so the
response to X-direction inputs is also where Im - inertia on the motor
quite low. The My bending moments shaft
along the arm, for Z-direction input
are shown in Figure 7. N - gear ratio
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GOSSAIN

The apparent-inertias for the arm The frequencies and mode shapes of
joints are: the system are:

Shoulder Joints = 1196.5 Kg-m
2

(882.5 lb-ft-sec
2
) FREQUENCY

(____.) MODE

Elbow Joint . 559.3 Kg-m
2  (Hz.) MODE

(412.5 lb-ft-sec
2
) 4.8 Wrist-Joint (Gear-Train)

5.7 Elbow Joint (Gear-Train)
Wrist Joints 193.9 Kg-m

2  
Rotational Mode

(143.0 lb-ft-sec
2
) 7.2 Shoulder Joint (Gear-Train)

Rotational Mode
A finite-element model of a joint 8.6 Y-mode
gearbox has been developed; the 10.0 Y-mode
model for the shoulder-pitch gear- 11.2 Y-mode
box is shown in Figure 8, as an 17.3 Y-mode
example. (Another method of 18.1 Z-X mode
modelling the effects of a gear- 25.9 Z-mode
train is described in Ref. 10 and 30.7 Y-mode

will not be discussed here.) 34.1 Z mode
43.5 Y-Z mode

A symmetric "tree" of beam- 45.4 Z-Y mode

elements is attached to Node 1 of 52.1 Z mode
the baseline model. Pin connec- 54.8 Y-Z mode

4 tions at nodes 103 and 113 produce 59.9 Z-mode
a mechanical ratio of 40:1 for 74.8 Y-mode

m each branch. A small mass (0.5 Kg 82.8 X-Y mode
c or 1.1 lb) is lumped at each of 93.0 Z-mode

s the nodes 106, 107, 116 and 117 so
4 that the apparent inertia at node
9 1 of beam 1-2 equals the apparent The first three modes are the
0 inertia of the gearbox. The local rotational modes of the

"ground" of the *tree" is attached shoulder, elbow and wrist joints
6 at node 110, a short distance in which the gear-train elements

below node I in the baseline undergo large rotations. The
model. The "tree" now has the frequencies for these modes are
desired feature that a moment well below the lowest frequency of
applied at node I of beam 1-2 the random input. Other
produces a reaction at node 110 of frequencies (and mode-shapes) are
beam 1-110 equal to the applied very close to those for the base-
moment within engineering line model.
accuracy; the reaction is 41/40
times the applied moment, (instead

of 1841/1840, the actual ratio) an The response moments, My, at some
error of 2.5%. A higher mech- selected locations are compared
anical ratio in the "tree" would with those of the baseline model
reduce the error at the risk of in Table 3. A plot of My moments
introducing numerical computa- along the arm is shown in Figure
tional problems. The choice of 9.
40:1 has been made as an accept-

able compromise and it also
represents the gear-ratio of the There is good agreement between
differential planetary drive. The the two sets of results. The
beam 104-108 at node 104, and beam elbow and wrist joints loads are
114-118 at node 114, are pinned within 5%. In some regions the
about Y-axis. The connections percentage difference of loads is
100-105 and 115-120 are very low large; however, the loads there
stiffness torsional springs, are small to begin with. Also,
These are necessary to prevent the differences between the
rigid-body singularities and do results of the two models
not affect the basic structural generally increase along the arm
characteristics of the model. towards the wrist region. This

may be explained by the fact that

The results for the base-line the effective inertias of wrist
model, enlarged to include gear- joints are much lower than those
train models at shoulder-pitch, of other joints; the assumption of
elbow-pitch and wrist-pitch joints structural continuity for these
are presented below, joints introduces larger errors.
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TABLE 3

PITCH, My, MOMENTS (N-rn) FOR Z-INPUT

(3-SIGMA VALUES)

WITH GEARTRAIN

JOINT BASELINE MODEL MODELS CHANGE

Shoulder (Node 1) 234 (2068) 257 (2272) 9.8

Mid-Section - Upper Boom 950 (8410) 917 (8113) -3.5
(Node 7)

Elbow (Node 14) 886 C7839) 922 (8162) 4.1

Mid-Section - Lower Boom 1496 (13245) 1378 (12200) -.

(Node 20)

Wrist (Pitch) (Node 34) 588 (5207) 606 ( 5363) 3.0

Wrist (Yaw) (Node 28) 702 (6216) 663 ( 5866) -5.6

Wrist (Roll) (Node 29) 1155 (10223) 1179 (10435) -2.1

m
C

s Note: The numbers in parenthesis are in lbf-in.
4
9
0

I
I

TABLE 4

MODAL Q's FOR SET A AND SET B

MODAL Q MODAL

FREQUENCY FOR SET A FOR SET B

25.0 18.5 25.0

34.2 8.3 10.4

41.2 22.2 32.3

44.6 12.0 15.9

51.9 11.9 24.4

57.8 16.1 22.7

92.8 8.7 11.4

97.1 16.7 22.4
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A test has also been conducted to The 0 for each mode can be
determine the dynamic response computed from the complex eigen-
characteristics of a joint. The value. NASTRAN has been used to
shoulder pitch joint was selected compute the eigenvalues and
for this test. The test results damping Q's of each mode. These
indicated that no resonant modal Q's have then been used for
frequencies of th- gearbox or the the baseline model.
joint could be identified in the
frequency range of 5-100 Hz. The Results for two sets of values of
tests also confirmed that the Q's for substructures are
gearbox transmitted loads as a presented here. The two sets are:
"continuous" structure above 5 Hz.

Set A (nominal expected Q's of
(b) Damping substructures):

The stowed arm system has three Arm booms, QA = 100
regions (sub-structures) where
damping characteristics can be Retention fittings, QR = 8
separately identified. The
damping characteristic for each Joint structures, Qj = 10
substructure can be defined in
terms of a "loss-factor" which is Set B (highest expected Q's of
related to viscous-damping by the substructures):

4 relationship: loss factor = l/Q.
Arm booms, QA = 150

c i) The retention system which is Retention fittings, QR = 10
s provided by the Orbiter
4 contractor. The loss-factor Joint structures, Qj = 15
9 for this structure is esti-
0 mated to be between 0.1 (Q = The frequencies and modes shapes

10) and 0.125 (Q = 8). significant for Z-inputs, and the
7 modal Q's are given in Table 4.

ii) The Arm joint structures The response moments, My, along
which consist of metallic the arm for Set A and Set B data
components, bolted together. are compared with those of the
Some friction losses can be baseline model in Table 5.
expected at the bearings and
the geartrains. However, the The results show that the Set A
structural elements are data, which correspond to nominal
stiffness-designed and expected damping, produce loads
stress-levels are generally which are very close to the base-
small under the expected line results where 0 = 15 was
vibratory loads. A loss- assumed for all modes.
factor of 0.067 (Q = 15) to
0.1 (Q = 10) is estimated for (c) Effect of Uncorrelated Input
these components.

The random input to the system is
applied at four discrete

iii) The arm booms are expected to locations. The input has been
have very low energy dissipa- assumed to be spatially correlated
tion characteristics. A loss for the baseline model. This is
factor of 0.0067 (Q = 150) to equivalent to assuming that the
0.01 (Q = 100) is estimated system is mounted on a rigid plat-
for these components. form which is providing the

acceleration input.

The damping matrix can be added to However, since the attachment
the equations of motion as an points are far apart along the
imaginary quantity. longeron and the orbiter structure

is flexible, it is reasonable to
The solution can be obtained again question the assumption of spatial
in terms of normal modes. How- correlation of input. A study has
ever, the eigenvalues and eigen- been made to evaluate the effect
vectors are now complex (Ref. 6). of uncorrelated inputs.
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TABLE 5

PITCH, My, MOMENTS (N-m) AT DIFFERENT POINTS ON THE ARM
(Z-INPUT, 3-SIGMA VALUES)

BASELINE SET A SET B
(Q = 15,
ALL MODES) % VARIATION % VARIATION

LOCATION My My FROM BASELINE My FROM BASELINE

1. Shoulder-pitch 886 824 952
joint (node 1) (7840) (7295) -6.9 (8429) 7.5

2. Mid-section 1497 1583 1845
upper arm boom (13250) (14014) 5.8 (16333) 23.3
(node 7)

3. Elbow joint 886 823 952
(node 14) (7840) (7285) -7.0 (8427) +7.5

4. Mid-section 1497 1583 1845
lower arm (node 20) (13250) (14014) +5.8 (16333) +23.3

4 5. Wrist-pitch 588 563 671
joint (node 34) (5208) (4985) -4.3 (5940) +14.0

m
c Note: The numbers parentheses are in lbf-in.
s
4
9
0
/
1
2 TABLE 6

PITCH, My, MOMENTS (N-m) DUE TO CORRELATED/UNCORRELATED

Z-INPUTS, (Q = 15 ALL MODES) RMS VALUES

CASE A B C D E F
CORRELATED

(1111) (1-1-1-1) (1-1-1-1) (1-1-1-1) (I-i-i-1) (1-1-1-1)

NODES My My % My % My % My % My %

80 95 95 98 98 96
1 (708) (838) 18 (840) 18 (863) 21 (871) 33 (851) 20

324 369 393 387 389 398
7 (2866) (3270) 14 (3480) 21 (3424) 19 (3440) 20 (3524) 23

297 323 287 287 281 276
14 (2628) (2857) 9 (2537) -4 (2537) -5 (2488) -1 (2439) -1

519 706 446 485 535 420
20 (4594) (6253) 36 (3945) -15 (4291) -7 (4736) 3 (3714) -20

199 230 184 205 212 181
34 (1763) (2037) 16 (1625) -8 (1818) 3 (1878) 7 (1598) -10

235 256 233 263 265 234
28 (2084) (2269) 9 (2058) -1 (2329) 12 (2345) 13 (2067) -1

380 336 389 334 390 332
29 (3366) (2977) -11 (3443) 2 (2958) -12 (3454) 3 (2943) -11

Note: The nunbers in parentheses are in lbf-in.
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(ARM)

FORCINGF34
Fl F2 V FUNCTIONF 3 F

(NEGATIVE FACTORi INDICATES 1800 OUT- OF- PHASE RELATIONSHIP)

F1 F2 F3  F4

CASE A: 1 1 1 1 (CORRELATED)

CAS: 1 - I -1
CASE C: 1 1 -1 -
CASED0: 1 - 1 1 -1
CASE E: 1 -1 1 1

CASE F: 1 1 -1 1

FIG. 11 COMBINATIONS OF FORCING FUNCTIONS CONSIDERED
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(d) The Model for Uncorrelated Inputs No data from the Orbiter are
available yet as to which case of

The input is specified in terms of uncorrelated inputs is more
acceleration p.s.d. The realistic. In absence of this
uncorrelated inputs can be handled information, the baseline model
more easily if the problem is with correlated inputs has been
reformulated and the input applied used.
as a force p.,.d. This has been
done by modifying the baseline
model to the one shown in Figure CONCLUSIONS
10.

The dynamic behaviour of Mechanical Arm
The baseline model is attached to of the Shuttle Remote Manipulator
ground at nodes 72, 73, 74 and 75 System in stowed configuration in the
(instead of nodes 44, 45, 46 and Orbiter, posed some special problems.
47). Very large masses are lumped An overview of the design-process and
at node 44, 45, 46 and 47 (9072 Kg analysis undertaken to arrive at a
or 20,000 lbs. each). Low satisfactory solution has been
stiffness springs are introduced presented here. The objective of keep-
between the nodes 44 and 72, 45 ing the on-orbit performance as the
and 73, 46, 74, 47 and 75. The primary design-driver for the structure
additional masses and springs has been met.
introduce new-order low frequency
modes of the system (between 0.3 ACKNOWLEDGEMENTS

4 Hz and 1 Hz), leaving the modes
and frequency of the main The Remote-Manipulator System for the
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STRUCTURAL DYNAMIC CHARACTERISTICS
OF THE

SPACE SHUTTLE REACTION CONTROL THRUSTERS

Gersten L. Schachne and Jeffrey H. Schmidt
The Marquardt Company
Van Nuys, California

Several configurations of the reaction control thrusters for the Space
Shuttle Orbiter were structurally analyzed using finite element models.
Acceleration responses and frequencies from these analyses were compared
with those recorded during random vibration tests. Various methods for
determining structural damping were considered from which one, comparison
of test and analytic gris, was selected.

The resulting analytical dynamic characterization of the structure led to
successfully designed and qualified thrusters.

INTRODUCTION

Space Shuttle Mission

The primary design and operations goal for .....IOIIN

the Space Shuttle Program is to provide routine
access to space. The Shuttle flight system is E .. ITTA

composed of the Orbiter, an external tank that
contains the ascent propellant to be used by STAG,
the Orbiter main engines, and two solid rocket .oMST.
boosters. The Orbiter and solid rocket boost-
ers are reusable; the external tank is expended
in each launch (Figure 1). The nominal dura- 1 WE
tion of each mission is seven (7) days. This
can be increased to 30 days if the necessary
consumables are added. A typical mission is
shown in Figure 2.

Figure 2. Typical Space Shuttle Mission
Profile

Reaction Control System

The method of controlling the Orbiter
(pitch. yaw,roll) and providing its 3-axis trans-
lational velocity at orbit insertion, during its
flight phase and upon reentry is performed by
the Reaction Control System (RCS). This system
is used for external tank separation and also
serves as a backup for the Orbital Maneuvering
System (OMS) for the de-orbit burn.

The RCS contains 38 primary thrusters and
6 smaller vernier thrusters (Figure 3). The
forward fuselage of the shuttle contains the
forward propulsion modules which have 14 pri-
mary and 2 vernier thrusters. The two aft pro-
pulsion pods of the shuttle each contain 12 pri-

Figure 1. Space Shuttle Launch Configuration mary and 2 vernier thrusters. These two pods
are located on either side of the aft section
under the vertical stabilizer. The thruster
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reaction control thruster.

The task was initiated with the following
:WO ALT MODULES

PRIMA Y " C "steps:

1. Construct a finite element model of a
prototype thruster that would be based strictly
on prototype drawings.

2. Construct the mathematical model in
sufficient detail to

a. Duplicate all relevant load paths,

'",palE MARYb. Duplicate all structural thick-
2 E IIERRNE PRIMARY

THRUS FERLL TRSTE nesses and dimensions.

Figure 3. Reaction Control System 3. Accurately represent the weight, C.G.

and stiffness of the engine and major engine

propellants are monomethyihydrazine as the fuel structural components.

and nitrogen tetroxide as the oxidizer. The The above steps were deemed necessary to
propellants are eartli storable and are hvper- predict actual hardware modes and frequencies.
golic (ignite upon contact with each other). Once an adequate model was created, all dynamic

load environments were considered with the re-
There are several different thruster con- sult that the random vibration environment was

figurations, depending upon where they are far more severe than all others.
located in the fuselage. These configurations
are categorized as non-scarfed, short-scarfed, Non-Scarf Primary Engine Details
and long-scarfed thrusters depending upon the
contour of the exit nozzle. Several different engine configurations

Thruster Structural Loads were analyzed.

The engine selected for further detailed
The RCS thrusters are subjected to a discussion is a non-scarf primary engine. It

variety of structural loads during each Space is this type of engine that uncovered the most
Shuttle mission. The mission profile necessi- design deficiencies, and provided the most
tated an investigation of the following external difficult analysis task. A schematic of a non-
conditions: scarf engine is shown in Figure 4 and illus-

trates all major structural components that
A. Aerodynamic Loads were included in the dynamic model. Of note-
B. Shock Loads worthy importance are the following items:

I. Transportation (packaged) i. Chamber, nozzle
2. Ground Handling (unpackaged) 2. Injector, mounting flange

a. Bench Handling 3. Oxidizer and fuel valves
b. Basic Design 4. Junction Box
c. Hoisting 5. P-C Transducer

3. Ferry Flight (nonoperating)
a. Maneuvering The random vibration environment for this en-
b. Landing gine is shown in Figure 5.

4. Orbital Flight (operating)
a. Acceleration AFT +X TKNUSTER mSTALLATo DEaSeN
b. Transient Loading (PRIMARY TRUTs ,

C. Vibration -

1. Transportation (packaged)
2. Orbital Flight (Nonoperating)

a. Aero-Acoustics
b. Random Vibration

STRUCTURAL ANALYSIS

Analytical Dynamic Characterization
1 SPCI U I.TEOtE~

The initial goal cf the analysis was to
completely describe tne structural dynamic Figure 4. Non-Scarf Primary Engine
characteeistics ot a typical space shuttle
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Figure 6. Injector Finite-Element Model

Figure 5. Random Vibration Environment

Structural Model Description ',-4

The structural dynamic model (using the - _

Stardyne finite element computer program) at- --. -,
tempted, as outlined previously, to duplicate

the actual hardware--a typical non-scarf aft
primary engine. The model was composed of the
following elements, etc:

1. Total number of model node points = 135
2. Total number of degrees of freedom =810
3. Number of general beams with 6 D.O.F.

at each end = 26
4. Number of rigid beams, or extensions

-30
5. Number of triangular plate elements =30 Figure 7. Computer Plot, XI-X2 Plane
6. Number of rectangular plate elements

= 78
7. Number of stiffness matrix additions =1
8. Number of nodal points with mass

(weight) =103....

No weight inertias were included.

Item 7, a stiffness matrix addition,represents

the entire injector to chamber, injector to
valve standoff ard injector to mount bolt in-
terf aces. This assemb lance of stiffness co-
efficients was derived from a detailed axisym-
metric finite element model of the aforemen-
tioned structural components. See Figure 6.

Computer plots from two different axis
directions of the modeled primary non-scarf
engine are shown in Figures 7 and 8. Super-
imposed on these plots (shown by dashed lines)
is the first frequency and mode shape of thee n g i n e .

,. .. . ... . ,.. .,, ., .... , ,Figure 8. Computer Plot, XI-X3 Plane
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TABLE 1

Mode and Frequency Summary of Non-Scarf, Aft Primary Engine

Mode Number Frequency Mode Description
.. .._ (Hz)

1 216.3 1st Nozzle, Y Bending
2 216.5 1st Nozzle, Z Bending
3 378.5 Local Nozzle Bending
4 486.5 Local Nozzle Bending
5 612.2 Z Valve, Components Mode
6 624.0 Y Valve, Components Mode
7 678.3 J-Box, Y Mode
8 699.8 J-Box, Z Mode
9 868.6 Higher Order Mode, Valves, etc.

10 949.2 Local Nozzle Bending
11 956.0 Local Nozzle Bending
12 1120.1 Local Nozzle Bending
13 1121.5 Local Nozzle Bending
14 1197.8 Axial Mode of Engine
15 1214.9 Local Nozzle Bending
16 1266.7 Higher Order Mode, Valves, etc.
17 1355.5 Local Nozzle Bending
18 1432.0 Local Nozzle Bending
19 1506.3 Local Nozzle Bending
20 1622.5 Local Nozzle Bending
21 1854.0 Local Nozzle Bending
22 1951.7 Higher Order Mode, Valves, etc.

Modal Analysis Results However, once random analysis reports were ob-
tained via PSD response plots, identical re-

Results obtained from the dynamic model sponse peaks were observed. The random package
consisted of 22 natural frequencies and mode used via Stardyne included cross product terms
shapes contained within the input power spectral [I]. The same random analysis was then run but
density frequency range of 20-20,000 Hz. These with the added simplification that all cross
are listed in Table 1 with a brief mode shape product terms in the random analysis were dis-
description, carded[2]. All overall grms values from both

sine and random analysis were unchanged, which
Random and Sine Analyses led to the conclusion that modal overlap did

not occur. All further random analyses used
At this point, both random and sine testing the latter simplified and more cost effective

and analysis were considered for a clearer test approach.
to analytic comparison. Though sine was not a
critical environment, sine testing was con- Random Results
sidered to be the more effective means of de-
termining natural frequencies and giving incti- Analytical effort culminated in the pro-
cations of modal damping used subsequently for duction of PSD plots at nodes having the
the more critical random environment, highest grms responses, since these locations

would be the most suited for test comparison.
Analytically, sine was chosen as the first dy- At the same time, damping was relatively un-
namic environment to be investigated for the known, therefore all analyses were performed at
following reasons: a constant, arbitrary 5% damping for all

natural frequencies and modes. From the
1. It was hypothesized that "close" twenty-two natural frequencies within the envi-

natural frequencies could be ronment spectrum only five frequencies dom-
distinguished by a sweep type of inated the total responses of various structu-
analysis. A random type of analysis, ral components, and were later verified by
on the other hand, tends to lose testing.
frequencies because of modal overlap. Typical analytical PSD plots at maximum s

2. Sine response peaks could easily be response locations are compared with theiF ms
distinguished and thus damping would comparable test PSD plots at two nodes in
be proportional to the peak response Figures 9 to 12 and illustrate that essentially
at a resonant frequency. single degree of freedom systems exist and
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simulate the entire non-scarf engine. The
structural response at these 5 frequencies dom-
inated the thruster design loads. These one
degree of freedom systems are as follows:

1. Axial (1300 Hz) T " [
2. Lateral (Y) for valvesetc. (600 Hz)
3. Lateral (Z) for valves, etc.(600 Hz) i i.. i.
4. Lateral (Y) for nozzle (220 Hz)
5. Lateral (Z) for nozzle (220 Hz)

J 7---_ . I . , I .. . . I'

, f IFigure 11. Analytic Response Plot (Node 35)

1 il 

Figure 9. Analytic Response Plot (Nlode 228)
, ,. ,o-,

-i Figure 12. Test Response Plot (Node 35)

| ' Effort was now directed to confirm that
rmodel predictions were indeed accurate by ac-

curate by actual hardware testing. Testing

would not only confirm model validity by mode
F ' and frequency comparison but would allow a

-,n ,* ., .means to evaluate thruster damping character-
___,, ,0 ,, . istics that were required for an accurate dis-

placement, acceleration and internal load as-

Figure 10. Test Response Plot (Node 228) sessment for further design development.
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VIBRATION TESTS The engines were attached to the fixture
with four bolts through a mounting flange.

Fixturing Torques on these bolts were determined by the
amount of fixity needed to simulate the end

The three different configurations of the conditions used in the structural analysis.
primary thruster (non-scarfed, short-scarfed and
long-scarfed) and the long-scarfed vernier Vibration tests for all thruster configura-
thruster were vibration tested during the de- tions were conducted "hard-mounted" to the
velopment phases of the program. shaker head. However, the spectra for the for-

ward thrusters were re-derived to simulate the
Two vibration fixtures were used for each impedance match between a "hard-mounted" and an

configuration to test the engine along its lat- "as-mounted" thruster in the Space Shuttle.
eral and thrust axes. Figures 13 and 14 show
examples of the long-scarfed thruster in its Control and Response Instrumentation
fixtures. Two fixtures were used so that the
engine need only be vibrated on the head of the The input was controlled from the average
shaker. This did away with the high frequency of four accelerometers. These were located at
problem associated with trying to control the points determined by a fixture survey to be
input to a test item attached to a massive slip best suited for minimizing fixture responses.
table.

Response accelerometers were attached to
the engine at a number of discrete points,
which were chosen to match the same node points
used in the structural model. Figures 15 and
16 show the locations of these accelerometers.

.)7

Figure 15. Accelerometer Locations

Figure 13. Engine in Thrust Axis Test Fixture

C) - 0

Z.4.

Figure 14. Engine in Lateral Axis Test Fixture

i Figure 16. Accelerometer Locations
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Strain gages had also been used in early vary directly with damping for a sine environ-
tests to match experimental data with predicted ment.
data, but were soon dropped because they were
hard to mount in areas of interest and were The general criteria used for interpreta-
easily broken. tion of the resulting random laods were as

follows:
Resonant frequencies of components were

determined in the early stages by running low 1. All margin of safety based on yield
level (2g and 5g) sine sweeps. A maximum re- shall use 3c-RMS loads.
sponse at a node would indicate presence of a
resonance. Mode shapes were approximated by 2. All fatigue margins shall use 2.2- RMS
plotting acceleration vs. distance from a fixed loads for the total number of vibra-
support at a given frequency. tion cycles and shall be compared

directly to sine generated fatigue
Test Tolerances allowables.

It was necessary during the testing phases The structural design repercussions of in-
to ensure that data reduction be consistent correct damping values were obivous; that is:
since a number of different outside test labs
were used to test the thrusters. The toler- 1. Using damping values that were too
ances on acceleration spectral density were as low led to an overweight design, but
shown in Table 2: one with high positive margins.

TABLE 2 2. Using damping values that were too
high resulted in negative margins and

Test Tolerances possible structural failure.

Spectrum Nominal Filter All damping evaluations for this particu-
req. Bandwidth Bandwidth Tolerances lar engine configuration made the following

20-100 Hz 10 Hz or less Plus 3 dB general assumptions:

Minus 1.5 dB For each engine type, i.e.,
2. long scarf primary engine,100-350 Hz 25 Hz or less Plus 3 dB 2. short scarf primary engine,

Minus 1.5 dB 3. nonscarf primary engine,
4. vernier engine,

350-2000 Hz 50 Hz or less Plus 3 dB damping values depended primarily on overall
IMinus 1.5 db geometry, bolted joints and the insulation.

Test Results Within an engine type, any geometric vari-
tions would not change damping and, therefore,

Acceleration spectral densities were plot- the design loads.
ted versus frequency from data recorded from
the response accelerometers. RMS acceleration Methods of Damping Determination
was also recorded.

Once it was established that a good com-
Results of this data reduction are com- parison existed between analyses and test re-

pared with the predicted responses in the next sults for the primary frequencies and modes,
section to obtain modal damping. several different schemes were evaluated to

acquire damping for detail load generation.
Modal analysis using the Hewlett Packard (See typical response plots illustrating the

5451B Fourier Analyzer was also performed on correlation between test and analytics,
the data to obtain damping. Results of using Figure 9 to 12). The methods considered were
this technique and comparison with the method as follows:
used in this paper are presented in the next
section. 1. Comparison of sine results

TEST TO ANALYTIC COMPARISONS - DAMPING 2. Comparison of peaks in the PSD plots

General Philosophy 3. Comparison of grms

The final result for any structural dynam- 4. Using damping estimates directly from
ic analyses is to accurately predict accelera- a Hewlett Packard technique of modal
tions, displacements and internal loads. How- analysis.
ever, all analytical results depend directly
upon structural damping which, without test re- Method 1 was discarded for the following
sults, can only be assumed. Loads, accelera- reasons:
tions, etc., for a random environment are pro-
portional to the square root of damping and
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I. It was established early in testing Results of Selected Methods
that the amount of apparent damping
was not linear to input level. The results of Method 3 are shown in Ta-

bles 3 to 5. These damping values were arrived
2. The sine requirement was not critical, at by a direct comparison of test to analytic

thus overtesting for sine was ruled PSD plots for g . The following assumptions
out. and/or correctib'i were made to the data:

3. Random was critical for yield and 1. Any frequency difference noted between
fatigue and would produce designing test and analysis was taken into ac-
loads. Therefore, emphasis had to be count by altering the analytically
placed upon matching random test predicted grms as follows:
results.

Method I was discarded because of the pro- (gA)new = (gA)old x T
blem introduced by different bandwidth filters A[AJ
during data reduction. That is, the smaller
the bandwidth filter, the higher the peak. 9A = grms, analytic
Thus, comparison was difficult and rather
meaningless. fT = test frequency, Hz

Since grns will not vary with the filter fA = analytic frequency, Hz
bandwidths, out varies as the normal dis-
persion of random output, Method 3 was chosen.
Method 4, which was relatively unknown, was 2. The major contribution to overall gms
also chosen for further evaluation. occurred at the fundamental frequenc

of that structural component. This
Paramount to implementing Method 3, was assumption was met by placing the ac-

matching test and analytic locations and celerometers at maximum response pre-
cnoosing locations at which high grms values dicted locations.
were expected. The locations for accelero-
rreters were guided by preliminary random 3. Damping was then calculated by:
analyses that assumed 5% damping for all modes. FgAn 2
The locations chosen were as shown in Figures T :A nwT
15 and 16. T A~ T

TABLE 3

Determination of Damping, X-Input Direction

Frequency at G*rms Grms
Structural Model Test Major Response (Absolute) (Relative) Damping

Item Node Accel. _(_Hz)
No. No. Anal. Test Anal. Test Anal. Test (%)

Oxidizer Valve 228 1 1260 1350 45.9 50.6 20.0 24.7 3.5

Fuel Valve 236 2 1260 1350 47.8 55.0 21.9 29.1 3.0

.ount Plate 237 3 1260 1200 41.6 29.0 15.7 3.1 -

Oxidizer Inlet 251 4 1260 1000 46.0 37.0 20.1 11.1 -

Fuel Inlet 246 5 1260 1200 48.0 86.0 22.1 60.1 -

Top of P-C 239 6 900 900 43.4 53.0 17.5 27.1 2.1

Top of J-Box 265 7 1260 1350 44.7 38.0 18.8 12.1 13.0

Nozzle Throat 119 8 1260 1300 44.2 28.0 18.3 2.1 -

Nozzle End 33,35 9 1260 1300 63.8 74.0 37.9 48.1 3.2

Read directly from PSD plots. erage (Components) = 5.7%

Nozzle =3.2%
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TABLE 4

Determination of Damping - Y-Inut Direction

Frequency at G*rms Grms
Structural Model Test Major Response (Absolute) (Relative) Damping

Item Node Accel.- (Hz)... ... ,
No. No. Anal. Test Anal. Test Anal. Test (M

Oxizider Valve 228 1 620 500 114.0 233.0 86.2 205.2 0.71

Fuel Valve 236 2 620 500 115.8 216.0 88.0 188.2 0.88

Mount Plate 237 3 610 490 46.0 57.0 18.2 29.2 -

Oxidizer Inlet 251 4 610 500 55.4 85.0 27.6 57.2 -

Fuel Inlet 246 5 620 480 55.8 75.0 28.0 47.2 -

Top of P-C 239 6 620 500 83.4 109.0 55.6 81.2 1.90

Top of J-Box 265 7 660 500 170.2 158.0 142.4 130.2 4.53

Nozzle Throat 119 8 220 220 40.4 58.0 12.6 30.2 -

Nozzle End 33,35 9 220 220 42.3 41.0 14.5 13.2 6.03

Average (Components)= 2.01%
Nozzle = 6.03%

TABLE 5

Determination of Damping - Z-Input Direction

Frequency at G*rms Grms
Structural Model Test Major Response (Absolute) (Relative) Damping

Item Node Accel. Hz)
No. No. Anal. Test Anal. Test Anal.- Test (%)

Oxidizer Valve 228 1 610 500 88.0 163.7 66.5 142.2 0.90

Fuel Valve 236 2 610 520 99.2 181.6 77.7 160.1 1.00

Mount Plate 237 3 600 480 32.9 43.0 11.4 21.5 -

Oxidizer Inlet 251 4 600 480 36.8 70.0 15.3 48.5 -

Fuel Inlet 246 5 600 500 42.6 32.0 21.1 10.5 -

Top of P-C 239 6 610 490 60.9 98.0 39.4 76.5 1.07

Top of J-Box 265 7 600 480 63.2 83.0 41.7 61.5 1.84

Nozzle Throat 119 8 220 220 33.6 41.0 12.1 19.5 -

Nozzle End 33,35 9 220 220 46.1 1 43.0 24.4 21.5 6.44

* Read directly from PSD plots. Average (Components)= 1.21%

Nozzle = 6.44%
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1ABLE 6

Hewlett Packard Technique of Modal Analysis Results

X-Axis Y-Axis Z-Axis
Excitation Excitation Excitation

Freq. Damping Freq. Damping Freq. Damping
(Hz) (%) (Hz) C%) (Hz) (%)

1180.0 0.96 228.1 1.68 234.7 1.86

1336.0 2.64 392.9 3.36 474.5 2.30

'1396.9 3.03 520.7 3.98 780.6 2.70

900.9 0.33 819.2 2.96

where: successful as the one used was because data
could only be obtained at low input levels and

T = test damping, % not at levels of interest.

A = assumed analytical damping, (5% Comparison of damping results between
for all frequencies) Methods 3 and 4 is shown in Table 6 and il-

lustrates the magnitude of error that could
9T = test grms have been incorporated by using the results of

Method 4.

Typical test and analytic plots used to
compute average damping at each basic component CONCLUSIONS

frequency are shown in Figures 9 to 12. Damping
values derived via application of Method 3 are 1. Comparisons of frequencies and re-
shown in Tables 3-5, for each axis of sponses can be accurately made be-

excitation, tween test and analysis using only a
random environment (as opposed to

Method 4 results are as shown in Table 6. The sine).
results shown were obtained by using the same
accelerometers and by exciting the engine at 2. The reduction of structural character-
the engine mount with a low-level broad band istics of a complicated structure to
spectrum of 1.0 grms, The modal frequencies, a few major frequencies allowed for a

damping coefficients, and mode shapes were simplified procedure to determine
then extracted from the measured broad band modal damping such that test to
transfer functions via an analytical curve analytic comparison could be accom-
fitting algorithm, plished. Use of accurate mode, fre-

quency and damping values thus led to
Method Comparison a design that ensured structural

integrity.
The main objective for any test and ana-

lytic structural effort is to develop as good 3. The value of any method used to pre-
as correlation as posible such that various dict damping for a dynamic environ-
unknowns can be readily determined and used ment is based on the ability to match
for further design iterations and/or changes. actual test results. Therefore, it is

concluded that the approach taken here

In this particular application, Space was found to be the most useful one.
Shuttle Reaction Control engines, it was im-
perative to develop an analytical dynamic REFERENCES

characterization of a typical development
engine and verify via testing. Only with good 1. W. C. Hurty and M. F. Rubenstein,
correlation can damping, an analytical un- "Dynamics of Structures", page 404,
known, be determined with any confidence. Eq. 11.78, Prentice Hall, Inc.
Having this parameter provides the means to a Englewood Cliffs, N.J., 1965.

successfully designed qualification hardware. 2. IBID. page 405, Eq. 11.79.

Method 3 was chosen as the only viable
approach and did allow a matching of analyti-
cal values to test. Method 4 may become ex-
tremely useful if predicted damping values
can duplicate tested results via analytics.
This could not be done for this application.
The primary reason that this method was not as
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DISCUSSION

Voice: I am rather curious about that random
vibration test spectrum. These thrusters are
designed for multiple launches, what is the dur-
ation of the random vibration test?

Hr. Schachne: We qualify our thrusters for a
total mission time of 34 minutes in each axis.
We qualify them for 10 missions and then for an-
other 25 missions so that when they are fully
qualified they will have been exposed to 34
minutes of vibration along each of the three
axes. That will represent a 100 missions
which is a full qualification for a Space
Shuttle mission.

Mr. Hosford, (BIS): Did you compare the peaks
with (grms)' for control?

Mr. Schachne: Yes we did because we gave quite
a bit of thought to putting in the different
peaks and rms values.

r. Schmidt: We found out that if we tried
to compare peaks that it was very sensitive to
the way that the test data were reduced, and it
depended a lot on filter bandwidth. So the
tighter the filter bandwidth, the larger the
peaks and knowing that it was very hard to make
a comparison. We found that grms was very
insensitive to filter bandwidth so that's why
we chose It.

Mr. Binaman (Air Force Flight Dynamics Labora-
tory): Were your values of 25 or above grms
generated by the thrusters themselves?

Mr. Schmidt: No. The environments in the aft
compartment were due to the main engine firing.
Actually both the aft and forward compartment
environments were due to the main engine firing.
But the forward compartment was not near the main
engines so all of its vibration input was along
the longerons of the Space Shuttle. The aft
engines were near the main engines so their
inputs were mostly from acoustics.

Mr. Binaman: Was the acoustic environment from
the launch environment or was it from the main
engine firing?

Mr. Schmidt: The environments were from the
main engine firing.
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MODIFICATION OF FLIGHT VEHICLE VIBRATION MODES

TO ACCOUNT FOR DESIGN CHANGES

C. W. Coale and M. R. White
Lockheed Missiles and Space Company

Sunnyvale, California

A method of incorporating spacecraft structural changes by modifying existing
flight vehicle modes is presented. The method is applicabla f-r arbitrary
changes of mass, stiffness, and structural configuration in a limited area of
the vehicle.

INTRODUCTION

The determination of detailed dynamic load dis- Iterative eigensolver - a relatively costly process.
tributions in flight vehicles during critical flight Also, as pointed out above, transfer of data between
events is a major task in any present-day aerospace several companies may be involved in the load cycle.
vehicle program. A typical analysis may involve The present method can be used by the spacecraft
the following steps: (1) Formulation of a finite ele- contractor to directly determine new flight vehicle
ment model of the basic spacecraft, (2) Determina- modes, bypassing both of these bottlenecks, with
tion of cantilevered normal modes and interface savings of both time and computer costs.
constraint modes of the spacecraft, (3) Modal syn-
thesis of additional subsystems onto the spacecraft, MODE MODIFICATION
(4) Modal synthesis of the complete spacecraft to
the booster to determine free modes of the flight The mode modification method consists of ex-
vehicle, (5) Transient response calculations in pressing the new vehicle modes in terms of the set
modal generalized coordinates, (6) Back transfor- of previous vehicle modes plus a set of constraint
mation to determine vehicle structural accelerations, functions associated with the area of the vehicle
(7) Calculation, using a loads model, of vehicle de- which is to be modified. An eigenvalue problem for
flections and internal loads, the new modes is formulated. In this eigenvalue

problem the finite element mass and stiffness mat-
The process is both costly and time consuming; rices in the area of modification are explicitly dis-

and it may involve several aerospace companies, played and may be modified in any arbitrary
There is thus a continuing need for streamlining and manner - the method is not a perturbation method.
improving the efficiency of this "load cycle analysis". Solution of the eigenvalue problem yields directly
Quite commonly, subsequent to the completion of a a set of new system modes of the modified flight
load cycle analysis, design modifications are made vehicle.
to the spacecraft. A new load cycle is then required
to assess the effects of these design changes on Consider now the procedure in more detail. The
vehicle response and loads, complete flight vehicle of Fig. 1 consists of a space-

craft and booster combination. For this vehicle,
It is possible, however, to bypass a portion of discrete finite-element models of both the spacecraft

the new analysis cycle. The present paper describes and booster have been formulated. The structural
a method of incorporating spacecraft changes by dynamic behavior of the vehicle therefore can be ex-
directly modifying existing flight vehicle modes, pressed mathematically by a displacement vector u
This has more significance than might be supposed, and mass and stiffness matrices K and M. For
The original modes of the spacecraft are determined purposes of the present analysis these arrays are
from the finite element model using a large-scale, expressed as

u M K

P )  M( 1) 0 K( I )  0
M- (1)

u(2) M( 2 )  K (2 )

*This paper was presented at the 49th Symposium.

163



the equations of motion in generalized coordinates
are found to be

S'qN + RKqN = FN

U SPACECRAFT qN (0 ) = qO (5)

q40 ) = 4NO

where

F T TK 2
BOOSTER M ONM N = AN K = ANKN = N

fN N

-1 T

U(2) N= UN f NU

--
ORIGINAL FLIGHT VEHICLE N AN NMU0

FIGURE 1

In these equations the connection conditions have
been satisfied during the determination of the modal

Here u( 1) M( 1) , K(1 ) represent the spacecraft and timitions ON I for which

u(2 ), M(2 ), K( 2) the booster. In Eq (1) the space-
craft and booster are assembled but not connected; ONI =NI

in addition, connection conditions are required.
These are expressed in the form holds.

U(1) = (2) (2) A change in the spacecraft structure is now pro-

" 'A posed and It Is necessary to evaluate the behavior
of the modified flight vehicle. It Is of course possible

If the two substructures are defined in different to repeat the process used to determine the original
coordinate systems the connection conditions must system modes of the vehicle, but this can be a costly,
take this fact into account. The equations of motion time-consuming process for a large scale vehicle
of the vehicle are model. Mode modification provides an alternative

procedure.
(1) (2)

MU+Ku=f with u =A change area of the spacecraft is specified,
u(0) = u0  (3) encompassing all degrees of freedom affected by

changes in mass and/or stiffness (Fig. 2). The

= () 0=arrays of Eq (1) can be rewritten to make thechange area explicit as shown in Eq (6)

Assume now that an eigenvalue analysis of the
vehicle model has been performed and that vehicle [1)
modes O'N of the free vehicle are available. Asso-
ciated with modes ON are modal frequencies wN
and generalized masses AN " - (1)

With this information available the equations of CHANGE
motion may be transformed to modal generalized A () AREA
coordinates. Thus using the transformation U

U(1) fq1
U N lN

L i =(4) U [ 2 ]

(2) (2)
u N

MODIFICATION OF VEHICLE

FIGURE 2
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uO Ko

a(1) M(1 ) M (1)  M0l) 0 K(1) K( 1 )  K( 1 ) 011 12 13 -11 12 13
(1) M(I)T (I T ()

120 0 K~1  0 012 22 12 22

u1 M I T 0 M (1)  0 K(1)T 0 K(1)  0 (6)S33 "13 33

u(2) 0 0 0 M)0 0 2  K(2)

As shown in Fig. 2, displacements of the or
boundary of the change area are denoted by ji(1) =
those interior to the change area by U=(4 and the u0 = 'F0 0 (8)
displaceipents of the unchanged portion of the space-
craft by (1) . Note in Eq (6) that by definition the As discussed above, the functions VA are ob-
displacements J (1) of the interior of the change tained by constraining the change area in the corn-
area have no direct mass or stiffness pling to the plete vehicle stiffness matrix and determining the
unchanged spacecraft dispcements u1 Note static response to successive unit displacements of
also that the matrices V, and KjV are marked the change area boundary. f the booster stiffness
specially. This is for convenience later in the matrix is not available, it would be sufficient to use
analysis where the mass and stiffness of the change a statically reduced interface stiffness package to
area is separated from that of the unchanged portion represent the booster during this calculation.
of the spacecraft. In general, the original modes

,N are not adequate to describe the desired modes t may be noted that the vehicle modes ON and
U L of the modified vehicle. This defect can be the set of constraint functions (VA I VBl) each con-
remedied by adding a set of constraint functions V'D tain separately a representation of rigid body motion
to the modal set pN. The constraint functions are of the vehicle. It is necessary to remove this redun-
determined by constraining to zero every degree of dancy by one of the following:
freedom In the modification area and calculating,
for an imposed unit displacement at each constrained (1) eliminate the rigid body modes OR from the
degree of freedom in turn, displacements at all other set of free body modes ON
degrees of freedom of the vehicle. By this means, if
there are ND degrees of freedom in the change area, (2) eliminate a sufficient number of properly
ND functions (D can be determined. The constraint chosen functions from (QVA I B1) to eliminate rigid
functions (D can be divided into two subsets, WA body motion from this set,
and ( BI - Functions OA are those functions associ-
ated with the boundary displacements 5(1) which (3) During calculation of (OA I WBI) , apply
cause displacements in the unchanged vehicle. Func- arbitrarily-chosen statically-determinate constraints
tions OB1 are associated with the interior dis- to the vehicle.
placements u(I) and are trivial in that each consists
of a single non-zero displacement (equal to 1.0), with Application of the transformation of Eq (7) to the
all other displacements zero. Functions (A may be arrays of Eq (6) yields
calculated from the finite element model of le flight
vehicle. We have then for the transformation to gen- T T
eralized coordinates q0 M0 - *0 M0 *0 K0 = 09

. . or, in more detail, Eq (10)
p,1, 1 ',

IThe arrays of Eq (10) still represent the original

vehicle, and if the elgenvalue problem

" (7) w q0 
+ K0 q0 = 0

were solved and back transformed to structural co-
ordinates the original modes would be obtained. (Addi-
tional to the original modes may be modes of the
change area with the unchanged structure behaving
quasistatically.)
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N TMT 12 T K 0T K N T12
~N M N N WA =(I) M(I) N ON N K'PA N(J)TK (1)

+N 22 +ON K2 2

q PT MO T ()T K )T Kc K(1)A AM N (")A M(A 12 ~ A 4 N QA ~A K1 2  (10)

q 12 N M(1) '12 4 N (1 ) (1
'B +M(

1 ) =(1) 12 22 + KM' =(1) K 1 2  K22Z

22 ON 22 ON

$0*
U0  0 N (PA P B1 S0  q

U N 1

.(1 ) 0 N(1 q0

ON 0 1 q B

u 2)(2) ~(2) 0

* It is convenient for application of the mode-
0 modification method to further transform the problem

U0  A B *to replace the system modes 0 in Eq (7) by newu 0 S (PA 0 1 q0functions 08 . The motivation Yor this second trans -
formnation will be explained below, The transforma-

~(1) 1 0tion is shown in Eqs (11) and (12)

* I qS Note that only the functions 4 N have been
0 altered, while (OA and (OBI remain unchanged. The

u 0 0 1 new functions ,S are linear combinations of the orig-
________inal functions.

(1)q ~ ()0 A The mass and stiffness matrices associated with
~(1) the new generalized coordinates are obtained from the

A panded form of Eq (14).

()(2) (2)
0 1)M. S6 M% K0  16 K0 So (13)
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T TT T
s S S MS A 0S KS K S A 0

T M OS T M (A MM T T K(1)

A A A 12 oAK S 4oA K4A 12

(14)

M(1) T  M 1  0 K(1)T K( 1 )

B 12 22 12 22

n000

(I11 12 K 11 K12

(15)

uM).(1) T  M(1) K(1) T  K(1)

u 12 22 12 22

The motivation for utilizing this transformation First consider removal of the structure in the
is as follows. The transformation to generalized co- change area. Denote the displacements, mass, and
ordinates of Eq (7) describes displacements i(1) and stiffness of this area. considered as a separate struc-

(I) in the change area in terms of all three sets of ture, as UA, M0 , and K0 . Details of these matrices
functions. Thus when a change is made in the mass are shown rn Eq (15) above.
or stiffness of the change area, tripleproducts are
required to calculate the changes to M0 and K0
of Eq (10) and these changes affect all parts of these The submatices MI) and K these
arrays. The transformation of Eq (12) on the other arrays must be distinguished from Mj' and KA
hand represents change area displacements in terms of Eq (6) because the latter quantities include effects
of functions 'OA and BI .only and furthermore the from both the change area and the unchanged vehicle.
displacements ii(I) and 1() are one-to-one with
coordinates qA and qBl . Thus only portions of The transformation of the quantities of Eq (15) to
arrays Moand K0 of Eq (14) are altered by modifi- generalized coordinates qO is, from Eq (12)
cations in the change area and the changes can be
made by direct overlays of mass and stiffness ma-
trices in structural coordinates. Z0

It is now possible to account for, in an accurate Uo 4s A C BI q0
manner, arbitrary changes in this area including the
following possibilities:f

(1) Alter the mass and stiffness in the change 0 0s
area leaving the topology unchanged. ._ __

(2) Remove the change area structure entirely =u) 0 0 1
leaving a "hole" in the vehicle. ('A

(3) Remove the change area structure and replace
it with completely new structure.

(16) BI
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and the result of the transformation is

qO ,r A K 0

qS0 0 0 0 0 0

q 0 M~) ~i 0 K~) (1) (17)
A11 12 11 12

q ~ )T M)0 l T K
Bi12 22 12 22

Removal of the change-area structure from the
vehicle consists of subtraction of the mass and stiff-
ness matrices of Eq (17) from those of Eq (14). This
subtraction yields

q1 K

T T T

qWT M S(AM(A 0( T K (A K (A 0(8A A M Mi S0(A KS -K~1 ~ 0 18
11 11

q~l0 0 0 0 0 0

Since qBl in Eq (18) and WO~l and (OBI of Eq
(12) are associated with structure which is no longer
present they can be eliminated and the problem ex-
pressed more concisely as shown in Eqs (19) and
(20) below.

u0 1 qS

(is M I KI
OS oxq) (19) T

T (19) T A

u (2)(2) (2r)
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These arrays represent the vehicle of Fig. 3
which has a "hole" in it. Solution of an eigenvalue
problem using 11 and R1 would yield modes of
this vehicle.

u M9  2

5 (3) M (3 .(31 ..(31 K (3)

a(3) - (3) T t3e T
22 12 2

(21)

-IA. (2)The process of attaching the new structure isU completely analogous to that used previously to re-

move structure.

A transformation to generalized coordinates
similar to Eq (16) is used

VEHICLE WITH
STRUCTURE REMOVED

FIGURE 3

Consider next the addition of new structure to the
change area. This new structure need bear no re- u2 S A B3 q2
semblance to the original change-area structure.
However, 1(l) , the boundary of the unchanged portion r
of the vehicle, must have been properly defined such (3)
that the boundary (3 ) of the new structure is com- 0qS
patible with part or all of fi( 1) .

As shown in Fig. 4, we denote the new structure -
as substructure 3 with the representation of Eq (21) ;(3) 0 0 1

(50 qB

A(1 )_) (3)  (22)

A(1)

This transformation is used to obtain an equation
corresponding to Eq (17)

!U()

(A) (B) (C)
MODIFIED FLIGHT VEHICLE

FIGURE 4 169
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2q 2  2

p

q0 0 0 0 0 0

q0 M(3 )  M(3) 0 K(3) KM

11 12 11 12 (23)

M(3T ~ 3  
(3 )T  K(3 1

q M(3) T M(3) "01 K-22T K 3
B3 12 22 12 22

Finally, combination of the arrays of Eqs (20)
and (23), with qS and qA overlaid yields a repre-
sentation of the vehicle with the new structure
attached.

T T T Tq S M%€ S M A 0 S K S S KA 0A

TM A T

T M S A A M(3 ) K A A K (3)
A A M() +M( 3 ) )12 A S -K(1) +(3) 12 (24)

0 11 11 11 "11

0 M(3)
T  K(3)

B3 1222 12 22

The implied transformation from structural to
generalized coordinates which would produce the
arrays of Eq (24) is (analogous to Eqs (11) and (12))

if'2

2 N A B3 2 2

Q(3) _ 0 0

-(3 0 .1i(l) 1 0 q(25)

N A

A0 0 qB3

(2) (2) (2)

000

'N A

17r)



* The foregoing provides a basic description of
the mode modification method. However, for appli-

U \ q cation of the method it is useful to discuss further
- A Bseveral procedural considerations. First there is

(" 1 1("  t the determination of the generalized arrays
1 0 I 0 and K0 of Eq (14), which represent the original

vehicle. In the analysis these are obtained from
s and K0 of Eq (6) by settingIup +0 (in terms

0 0of ON) and calculating M0 and K0 , as in Eq (9).
q Subsequently, these arrays are transformed to

-A M0and K in Eq (13) using transformation So! it is eviden that an alternate, more direct

NP _Q 0 approach, would be to form *,* as shown in Eq
1 0 q(12) in terms of S) and direcly determine

and I-6 as

L (2) (2 * M.,* * , 0 *4,29TUo Ao 0 0 Ko 0 o 0 o K (29)
(261I

L \ i This latter approach is possible and perhaps
preferable in some cases. However in flight

The eigenvalue problem using M* and K of vehicles involving several separate substructures
Eq (24) yields normal modes of the veicle of Fig. as in Fig. 1 the finite element mass and stiffness
4c. The eigenvectors 1L are in generalized co- matrices of the entire vehicle are not always
ordinates, accompanied by eigenvalues w2 available. This occurs commonly when different

Lcompanies are involved and data in terms of

* generalized functions is transferred. In such
cases portions of the matrices MJ and K of
Eq (10) can be set up using the system moal
parameters, rather than directly with triple
products. Thus

2 TM11 NM N 4 N Diagonal

S e L= N N [AN] (30)

7A (27) 1= NK 'N = [AN2Diag nal

Thus the choice of alternate means of deter-
mining K and R; of Eq (14) depends on the
particular problem and the data available to the

B3 analyst.

A second procedure to be considered is that
of the determination of the change area mass
and stiffness matrices, both for the original con-
figuration and for the configuration with design

The structural mode vectors are obtained from g

Eq (25) as

L 41N (A (1B3 $2 17L

-(1) 1 0

L N 0 0 0S

(3) 0 0

_)(1) I 0 17

L N A 0 0 1

(2) ~ (2) ~,(2) 0
L N A

(28)
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There are two ways to obtain these matrices. BEAM-TRUSS EXAMPLE
One method is to set up finite element models of
both the original and design-modified change areas The planar beam-truss model of Fig. 5 will
as separate, stand-alone structures. This method be used for a first demonstration of the mode modi-
was implied in the previous discussion and yields fication method. This application is not intended to
the matrices of Eq (15) and (21). be typical but is used to illustrate the procedures

applicable to larger, more complex configurations
A second method can alternatively be used. and as a verification of the method. For the model

From the original spacecraft mass and stiffness of Fig. 5 each of the eleven nodes has three displace-
matrices Ms') and K61) of Eq (6) the smaller mass ments ux, u , and 0 . Thus the model has a total
and stiffness matrices M 0i and K0 can be abstracted of 33 degreelof freeom. Since this example con-

sists of only one structure, the substructure (2) of
Figure 1 is not present.

1 12

1 2 3 4 5 6 7 8 9

-- 10

(31)

BEAM-TRUSS MODEL - ORIGINAL CONFIGURATION

FIGURE 5
These matrices are not exactly what is desired

because they contain unwanted mass and stiffness
(in Mj ) and KlV) from th. unchanged portion of the
spaceraft. It-is difficult to remove this unwanted
behavior. It is possible, nevertheless, to use these
matrices in place of those of Eq (15) to remove the
change area. The resulting arrays represent the Free body modes 4 of the structure have
vehicle elastically constrained to ground at the been calculated previousy and are initially available.
boundary u(I) and with the change area removed. They consist of three rigid body modes and eight

elastic modes below 150 Hz.
Next the spacecraft model is modified to incor-

porate the design changes in the change area. From Two separate design changes to the model are
the new spacecraft mass and stiffness matrices we considered:
can abstract out matrices M and K2 correspond-
ing to Eq (21), but also contafning unwanted behavior (1) Non symmetric mass and stiffness ch:.nges
from the unchanged spacecraft. Indeed the unwanted to the change area structure with no change in con-
behavior is exactly the same as in the original ma- figuration.
trices _M0 and 0 _ When we add in the new
matrices M> and K2 , as described after Eq (21), (2) Modification of the center structure of the
the unwant'dbehavi disappears by cancellation and model to that of Figure 6, with an Increase in the
we have the desired final arrays of Eq (24). This total number of degrees of freedom to 39.
method has the advantage of dealing directly with the
spacecraft model and does not require separate Each of these changes destroys the original
change-area models. symmetry of the model and significantly alters the

modal behavior of the structure.

A third procedural consideration is that of Ill A change area is chosen In the original model,
conditioning. If the original modes 4N are nearly a covering both of the design changes described above.
complete set of normal modes then the additional It consists of the structure between nodes 4 and 6,
functions A and 1BI may be linear combinations including nodes 5, 10, and 11; that is, the central
of the normal modes. Any attempt to solve an eigen- triangular truss. Thus i() the boundary of the
value problem utilizing the data of Eq (10), (20) or change area, will have 6 DOF (nodes 4 and 6) while

' .~(24) would then experience difficulty. One obvious (1) , the interior, comprises 9 DOF (nodes 5, 10
solution to this problem, if it should arise, Is to and 11).
identify the dependent functions of the set represented
In Eq (7), (12) or (26) and eliminate them. Using the finite element model of the original

structure, six constraint functions o1) are deter-
In most engineering problems, however, the mined, corresponding to il(l). In this example

original modes 4 N are a small subset of the com- each of these functions represents rigid motion of
plete set of modes for the structure and problems one of the '"ing beams" with the remainder of the
associated with linear dependency are unlikely, structure stationary.

S !1712
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With 4'N and 41) as well as M0 and K of frequency cutoff of 150 Hz for the original modes).
the original structure available it is now possigle Maximum off diagonal term in the triple products is
to form the arrays N10 and K of Eq (10) t.he tran- 0.046 percent of the diagonal value.

* formation So of Eq (i1) and ?he arrays M4 and
K of Eq (14). Because of the redundancy of the 43
rigid body modes in the function set of Eq (7) the
three rigid modes are eliminated from the modal 1 2 3 4 5 2 6 7 8 9
set 1N in the calculation. 10 0 0 X

Before proceeding with the design change it isy 1
advisable to solve an eigenvalue problem formed
from - and Ko . These matrices represent the
original structure in generalized coordinates, and BEAM-TRUSS MODEL - MODIFIED CONFIGURATION
the back transformed eigensolutions, should yield
the original modes and frequencies 4 N - wN" FIGURE 6
In the present simple example exact agreement was
obtained. This is not a trivial calculation because
it checks the processing through Eq (14) of the FLIGHT VEHICLE ADAPTOR CHANGE
analysis.

For further demonstration and verification of
Consider now the first design modification where the mode modification method, calculations are made

mass and stiffness changes are made in the central on a flight vehicle consisting of a spacecraft and an
truss area of the structure of Fig. 5. For this ex- upper stage booster (Fig. 7a). The spacecraft is
ample, the set of free body modes 4N was limited represented by a finite element model having 1752
to the first five elastic modes. The change area degrees of freedom, whereas the booster model has
matrices M and R (15 DOF) for both the original only 113 degrees of freedom. The interface be-
and modified structures are determined by abstract- tween the spacecraft and booster is rigid and there-
ing them from the corresponding matrices of the fore consists of 6 degrees of freedom only. At the
complete structures (the alternate method discussed base of the spacecraft there is a truss-type adaptor.
previously). For purposes of illustration, a design change is

made to this adaptor, consisting of changing both
With this data the arrays M2 and K2 are ob- its mass and stiffness.

tained. These arrays represent the structure of
Fig. 5 with modified mass and stiffness. Solution Figure 7b shows a sketch of the adaptor which
of the eigenvalue problem formed from them yields is the modification area for this problem consisting
the frequencies and generalized modal vectors for of 138 DOF with j(1) having 42 DOF and V(1), 96
this structure. Structural modes of the modified DOF. Some features of this problem are: (1) the
structure, 4L , are calculated from Eq (28). To modification area completely separates the unchanged
verify the modes obtained in the above manner by portions of the original vehicle into two separate
mode modification, a direct calculation of these modes parts, (2) the boundary area Q(1) itself consists of
is made from the modified finite element model. A two parts i 1), 36 DOF at the upper end of the adaptor
comparison of the results obtained is presented in and 541) , 6DOF, at the lower end. A set of system
Table 1 and shows excellent frequency agreement, modes of the original flight vehicle are initially
The triple products of the two sets of modes with re- available. These modes were determined by modal
spect to the mass and stiffness matrices of the modi- synthesis of the two substructures wherein the space-
fied structure are also presented. Maximum off- craft was represented by rigid body modes and 50
diagonal term, as a percent of the diagonal value is cantilevered normal modes while the booster because
less than 0.02 percent, indicating very good agree- of its small number of degrees of freedom was left
ment between the sets of mode shapes, in structural coordinates. The resulting flight vehicle

modes are:
Application of mode modification for the second

design change proceeds in a similar manner. For
this case, 'N was arbitrarily expanded to include
the first eight elastic modes (to 150 liz). The mat- (1)
rices 1., and K., (21 DOF in this case) are ab- 'N 2
stracted from the full matrices of the structure shown LN (2)N
in Fig. 6. Arravs M1., and K., are constructed.
enabling formulation oT the eigenvalue )roblem.
Solution of this problem yields frequencies and gen-
eralized modal vectors for the modified structure.
Again. structural modes are calculated from Eq (28). The mode modification method is now applied to
Comparison of results of mode modification and determine a new set of flight vehicle modes ;' L
di rect solution is shown in Table 2. Note that be- representing the adaptor-modified vehicle. For this
cause of the additional information contained in purpose a set of 42 constraint functions "A is deter-
functions '. and ,:1M the mode modification mined. The first 36 of these functions, I'A1 are
method is a;1Ge't, flini modes higher in irequenc.v found by constraining the spacecraft at all 138 O)F of
than the highest original mode ()ut still below the the modification area an( calculating constraint functions
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for the 36 DOF of 1) . The displacements of the
booster correspoltiFg to these functions are zero. The SPACECRAFT
products M(1 ) p and K(1 ) pl are also calculated 1752DOF
at this time. The remaining 6 constraint functions WA2
correspond to the boundary displacements 5i1). When
these degrees of freedom are released and moved they
produce rigid body motion of the booster only. There-
fore, the remaining 6 constraint functions consist of
rigid body functions of the booster with all spacecraft
displacements zero.

To remove the rigid body redundancy discussed UPPER STAGE

previously, the six rigid body modes of the modal set BOOSTER

N are removed. Then matrices M0 anl K are
formed, and transformed using So to No and V 113DOF
The check solution obtained by reproducing the
original modal frequencies b solutiog of the eigen-
value problem formed by 9% and K0 yields the re-
sults shown in Table 3. The chanjge area matrices FLIGHT VEHICLE
M and K0 as well as M2 and K2 are formed by
abstracting them from the corresponding spacecraft (a)
matrices. Finally the arrays of Eq (24) are formed
and solved for 7L and w2 - from Eq (28), the struc-
tural modes eL of the molified structure are
obtained. UM

j1 36DOF

For comparison and validation of these mode-
modification results a set of modes of the modified
vehicle were also obtained by the conventional method ( 6DOF
of reanalyzing the modified spacecraft, and subse-
quent modal synthesis with the booster. The compari-" son of modal frequencies of the modified vehicle ob-
tained directly and with mode modification are shown

in Table 4.

The results again show that the mode modification 2 6DOF
method produces modal information which compares
very favorably with direct calculation. 1 38DOF

CONCLUSIONS

The method of this paper appears to have use- ADAPTOR (CHANGE AREA)
fulness as an analysis tool of considerable benefit to
the structural dynamicist. It certainly will be useful (b)
for approximate parameter-studies and other design-
change investigations. It may have potential for
direct use in final analysis of a modified structure. FLIGHT VEHICLE - ADAPTOR MODIFICATION
Further development and application of the method
should establish more clearly its true scope. FIGURE 7
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Table 1

BEAM-TRUSS MODEL MODIFICATION 1
COMPARISON OF MODAL RESULTS

MODE-MOD VS DIRECT CALCULATION

Modal Frequency (Hz) Max Off Diagonal Term
(Percent of Diagonal)

Elastic Modified Structure T
Mode Orig Mode Direct OL M OD ,
No. Structure Mod Calc T

TK OD

1 3.937 3.907 3.907 0.0005

2 8.657 8.463 8.463 0.0017

3 20.864 17.167 17.167 0.0078

4 21.672 21.781 21.780 0.0170

5 27.341 27.468 27.464 0.0186

* D Modal Vectors/Direct Calculation

OL Modal Vectors/Mode Modification

Table 2

BEAM-TRUSS MODEL MODIFICATION 2
COMPARISON OF MODAL RESULTS

MODE-MOD VS DIRECT CALCULATION

Modal Frequency (Hz) Max Off Diagonal Term
(Percent of Diagonal)

Elastic Modified Structure T
Mode Orig Mode Direct OL M D
No. Structure Mod Calc T

OL O D

1 3.937 3.524 3.524 0.00003

2 8.657 6.242 6.242 0.00002

3 20.865 9.269 9.269 0.00002

4 21.672 9.735 9.735 0.00002

5 27.341 20.959 20.959 0.00003

6 54.073 22.321 22.321 0.0002

7 56.597 53.561 53.561 0.0006

8 114.461 54.237 54.237 0.0006

9 95.414 95.411 0.0318

10 108.384 108.384 0.0001

11 121.722 121.721 0.0225

12 143.640 143.518 0.0460

* 
4D : Modal Vectors/Direct Calculation

4L : Modal Vectors/Mode Modification
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Table 3

FLIGHT VEHICLE ADAPTOR MODIFICATION
COMPARISON OF STRUCTURAL FREQUENCIES

ORIGINAL MODAL FREQ VS MODE-MOD CHECK SOLUTION

Elastic Original Mode Mod
Mode Modal Modal
No Freq (HZ) Freq (HZ)

1 5.385 5.383
2 5.693 5.691
3 12.999 12.999
4 14.771 14.764
5 15.324 15.323
6 16.774 16.771
7 17.313 17.313
8 17.491 17.491
9 19.604 19.598

10 21.507 21.507
11 21.673 21.665
12 22.014 22.014
13 22.233 22.229
14 23.084 23.083
15 23.763 23.763
16 26.386 26.383
17 28.077 28.048
18 29.468 29.468
19 29.607 29.606
20 30.591 30.591
21 31.888 31.882
22 32.347 32.347
23 33.171 33.170
24 34.402 34.380
25 35.742 35.740
26 35.973 35.791
27 36.331 36.315
28 36.628 36.613
29 37.335 37.335
30 37.495 37.495

1
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Table 4

FLIGHT VEHICLE ADAPTOR MODIFICATION
COMPARISON OF MODAL RESULTS

MODE-MOD VERSUS DIRECT CALCULATION

MAX OFF DIAGONAL TERMFREQUENCY (Hz) (PERCENT OF DIAGONAL)

T KD
MODE DIRECT OR

MOD CALC TM *
OL M OD

1 5.330 5.332 .16
2 5.649 5.650 .60
3 12.964 12.965 .24
4 14.602 14.609 .91
5 15.231 15.229 .68
6 16.632 16.636 .30
7 17.309 17.309 .33
8 17.489 17.489 .27
9 19.527 19.532 .29

10 21.435 21.449 1.92
11 21.503 21.503 .55
12 22.007 22.007 .88
13 22.174 22.182 1.82
14 23.043 23.043 .19
15 23.756 23.758 .44
16 26.244 26.250 .15
17 27.817 27.841 .30
18 29.453 29. ;3 .33
19 29.524 29.524 .26
20 30.585 30.585 .15
21 31.777 31.785 .18
22 32.303 32.303 .36
23 33.164 33.165 2.37
24 33.308 33.329 2.34
25 33.691 33.710 .55
26 34.152 34.198 .59
27 35.543 35.544 .52
28 35.880 35.882 .26
29 37.331 37.332 2.05
30 37.487 37.483 .26

* D: MODAL VECTORS/DIRECT CALCULATION

L MODAL VECTORS/MODE MODIFICATION
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EVALUATION OF AIRBORNE LASER BEAM JITTER
USING STRUCTURAL DYNAMICS COMPUTER CODES

AND CONTROL SYSTEM SIMULATIONS

C. L. Budde and P. H. Merritt
Air Force Weapons Laboratory

Kirtland AFB, New Mexico

and

C. D. Johnson
Anamet Laboratories Inc.
San Carlos, California

Beam stabilization for the Airborne Laser Laboratory (ALL) is accom-
plished by inertially stabilizing an annular reference mirror attached

to the beam expanding telescope on the Airborne Pointing and Tracking
System (APT). The analysis reported here documents the calculation
of the residual beam jitter due to vibrations of the ALL and required
the use of the NASTRAN finite element computer code to determine the
motion of the various optical elements in the beam expanding telescope.
These motions were then combined in an analytical expression to calcu-
late the optical path motion for both the high energy laser and auto-
alignment beams. The final step was the incorporation in the frequency
domain of the effects of the two servo mechanisms that stabilize the
telescope to an inertial reference and drive the beam steering mirror

to align the autoalignment beam and the high energy laser beam to the

annular reference mirror.

INTRODUCTION autoalignment system?" The analysis reported

here documents the calculation of the residual

Beam stabilization for the Airborne Laser beam jitter due to the vibrations of the ALL
Laboratory (ALL) is accomplished by inertially aircraft.
stabilizing an annular reference mirror which
is attached to the beam expanding telescope of The Analysis Flow Diagram, Figure 1, outlines
the Airborne Pointer Tracker (APT) [1]. An the computational procedures used to determine
autoalignment system sends out an annular beam the residual output beam jitter for the two
which surrounds the high energy laser (HEL) competing optical systems. Finite element
beam and follows the same beam path. The models were developed for the APT inner gimbal
annular beam reflects off the annular reference assembly including the telescope. Using
mirror and returns to an autocollimator, which measured vibration data from previous flight

then steers a two axis servo controlled mirror tests as forcing functions, the NASTRAN struc-
to slave the HEL beam to the stabilized annular tural analysis computer code [4] was used to

reference mirror. Since the present annular conduct random frequency response analyses. By
reference beam uses only the outer annular using optical sensitivity equations which
region of the telescope primary mirror and relate beam motion to the combined effect of
since the autoalignment system operates near the rigid body motion of the individual

visible wavelengths, the figure of the primary mirrors, the analyses yielded resultant beam
mirror must be held to visible tolerances at motion uncorrected by the control systems. The

the outer edges. Thermal distortions make this PSDs of the uncorrected beam jitter of the HEL
requirement difficult to meet, causing the beam as well as the uncorrected beam jitter

autoalignment beam to defocus at the autoalign- detected by the two competing autoalignment
ment autocollimator and thus degrading the per- systems were obtained from NASTRAN. The effect
formance of the autoalignment system. In order of the APT inertial stabilization control

to investigate a possible solution to this system was incorporated by applying the stabi-

problem, a study was conducted to see if an lization error rejection function to the three

annular reference mirror around the small jitter PSDs. This intermediate result produced

secondary mirror prior to the primary mirror the stabilization corrected output beam jitter
would provide an acceptable reference for the plus the error signals to be used to drive the

autoalignment system. If the primary mirror competing autoalignment systems. By using the
was not included in the autoalignment system, autoalignment closed loop transfer function
the issue was, "How much beam jitter would not with the stabilization corrected optical error

be sensed and corrected for by the modified signal, the autoalignment correction to the HEL
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-- Figure I.Analysis Flow Diagram

beam jitter was calculated. By then coherently of the APT was performed using the finite
• 'combining the HEL beam jitter and the auto- element code NASTRAN [4]. The mathematical

alignment correction, the PSD of the residual model of the inner gimbal assembly was broken
output beam jitter was obtained. up into four smaller components: the gimbal

ring; the beam expander, which contains a
NASTRAN MODELS number of smaller subassemblies; the primary

mirror; and the annular reference mirror. A
Figure 2 shows an exploded view of the Airborne detailed description of each of the models is
Laser Laboratory (ALL) Airborne Pointer Tracker given in Reference 2 along with information on
(APT). Further details of the APT are given in the modes of vibration for each component.
Reference 1. For this study, only the inner Plots of the finite element models are shown in
gimbal assembly was of interest. The analysis Figures 3 through 6.
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Figure 2.
Exploded View of APT
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Figure 3. Figure 4.
Finite Element Model of the Gimbal Ring Finite Element Model of the Beam Expanderwith Saddle and Sensors

Figure 5. Figure 6.
Finite Element Model of the Graphite-Epoxy Finite Element Model of the Beryllium

Primary Mirror Annular Reference Mirror
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Captain Charles Budde, 4-2986

If the four component models were combined into reference, equation (1) gives the tilt error of
a large single model, the resulting model would the high energy laser beam leaving the APT.
contain 16,242 degrees of freedom. Attempting
to execute such a large model in a single pass 2 2RS
on the computer is impractical because of the AO = C AX - AX) --- SAo + 2AO ()
tremendous cost and because the run time would R P P S P

exceed the mean-time-to-failure of the
computer. Therefore, the approach taken was to R and RS are the radii of curvature of the
break the structure into a number of compo- primary and secondary mirror respectively.
nents, execute those components individually, The Xs are translational perturbations and the
and combine the results from the component As are t ational perturbations and S
analyses into a system analysis. The procedure Afs are rotational perturbations. Subscript S
used to perform this analysis is known as refers to the secondary mirror and subscript Pcomponent modal synthesis. Both References 2 refers to the primary mirror. For azimuth tilt
and 3 contain further details on this error, azimuth rotations and lateral displace-
a cnai, fments of the mirrors are used. For elevationtechnique. tilt error, elevation rotations and vertical

OPTICAL SENSITIVITY EQUATIONS displacements are used.

In order to study the effects of structural Equation (2) gives the tilt error of the auto-

vibrations upon the beam pointing accuracy of alignment beam received at the autoalignment

the APT, optical sensitivity equations must be sensor for the system using the annular refer-

derived which relate beam motion to the linear ence mirror.

and angular perturbations of the optical ele-
ments in the system. These equations are based 4 - X)-

4 OsA sp- SRP (2)
= r~5 aX -- X 6on the linear geometric trace of a single A s s

optical ray. Only rigid body perturbations of
the optical elements were considered, For the Note the substitution of the secondary annulus
primary mirror and the annular reference mirror for the secondary mirror in equation
mirror, which were modeled in great detail, the (2). For this system, the secondary annulus
rigid body motion was defined as the average has the same radius of curvature as the
motion of a number of points around the circum- secondary mirror. Subscript SA refers to the
ference of the mirror, secondary annulus mirror and subscript R refers

Figure 7 shows the optical layout of the APT to the annular reference mirror.

beam expanding telescope. With Figure 7 as

75.054

33. 52

13.840-

-FAG33 I -____X_

Figure 7.
APT Telescope Optical Layout
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Equation (3) gives the tilt error of the auto- azimuth driving torque, while Figure 9 shows
alignment beam at the autoalignment sensor for the PSD of the Y base acceleration. In addi-
the system using the flat secondary reference tion to the loading conditions listed above,
mirror, white PSD torques were applied to the drives in

order to study the structural response unper-
"OAAFS 2 AD SA (3) turbed by peaks in the loading. Each loading

case was analyzed separately.
These optical sensitivity equations were incor-
porated directly into the NASTRAN model using RANDOM FREQUENCY RESPONSE ANALYSIS
the multi-point constraint feature.te mGiven 

the finite element models, optical sensi-
LOADING CONDITIONS tivity equations, and loading conditions

described above; the NASTRAN structural
The loading on the inner gimbal assembly can be analysis computer code [4] was used to perform
characterized by a combination of torques and random frequency response analyses. Each load-
base accelerations in three orthogonal direc- ing condition was analyzed as a separate case.
tions. Actual flight data was used to define The loading was applied in PSD form and all of
these loading conditions in PSD form over the the responses were obtained in PSD form. The
frequency range 5 to 500 Hz. Shown in Table 1 PSD of the uncorrected beam jitter of the high
are the RMS values of the five loading condi- energy laser beam, PSDs of the uncorrected beam
tions over this same frequency range. jitter of the autoalignment beam for the two

Table 1.

RMS Loading Conditions

Azimuth Torque 353.3 in-lbs
Elevation Torque 594.4 in-lbs 2
X-Acceleration 69.34 in/sec2
Y-Acceleration 106.90 in/sec2
Z-Acceleration 64.14 in/sec

X is the line-of-sight direction, Y is the competing autoalignment systems, PSDs of the
horizontal direction, and Z is the vertical relative motion between optical components
direction. Figure 8 shows the PSD of the and/or mounting planes, and PSDs of the motion

-IC
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Figure 9.

Figure 8. Base Acceleration PSD in the

Input PS0 Torque at the Fine Azimuth Drive Horizontal (Y) Direction
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of selected optical components were obtained, reflected by the Annular Reference Mirror which
All analyses were performed for the frequency is mounted on the telescope. The response cal-
range 5 to 500 Hz. As a typical example, culated by NASTRAN indicated a larger amount of
Figure 10 shows the uncorrected azimuth PSD tilt motion than would actually occur in all of the
error of the high energy laser beam due to the angular terms in equation (2). The translation
input azimuth PSD torque. By studying the terms, however, would not be affected by the
response of the system to the different types of angular motion of the telescope. In addition,
loading conditions, it was determined that the the significant translation motions occurred at
gimbal torques have a greater effect on beam high frequencies and hence were not influenced
jitter below 100 Hz, while the base accelera- by the control system. The active control
tions have a greater effect on beam jitter above system which functions to reject the low
100 Hz. frequency motions and inertially stabilize the

telescope is referred to as the stabilization
system. The transfer function that describes

0 _the operation of this control system is classi-
cally called the "error rejection function."
This is a ratio of the error (inertial motion
after the control system operation) to the input
motion (the motion calculated by NASTRAN). By
multiplying the squared stabilization error

-20 rejection function times the PSD of the auto-
go Ialignment sensed error, the low frequency beam

amotion seen by the autoalignment sensor is
greatly reduced. This is, of course, exactly
how the hardware systems perform.

.- Secondly, consider how the stabilization system

Ci affects the HEL beam leaving the telescope.
Referring to equation (1), since the secondary
and primary mirrors are both rigidly attached to

._____0_the telescope, it is seen that AID and A0 would

4. incorporate the telescope motion into the output
beam. Again, the translation is a higher fre-
quency term that would effect the outgoing beam
at frequencies above the operating region of the

.80, control system. Therefore, just as with the
1 -o I00 1000 autoalignment reference beam, the calculated PSD

of the output beam motion was multiplied by the
FREQUENCY (HZ) squared error rejection function of the stabili-

zation system.

Figure 10. The above descriptions account for two major

Uncorrected Azimuth PSD Tilt Error of High corrections to the NASTRAN calculations. How-

Energy Laser Beam Leaving APT Resulting from ever, there is a third effect which still had to

Input Azimuth PSD Torque be accounted for. The purpose of the autoalign-
ment system is to sense any optical errors up to

CONTROL SYSTEM CALCULATIONS the telescope and correct for them by driving a
high frequency two axis steering mirror. This

As explained, the NASTRAN model provided the mirror, o33 in Figure 7, sits just prior to the

jitter of the autoalignment beam as seen by the secondary mirror. Both the autoalignment and
autoalignment autocollimator and the jitter of the output beams sense AOp in equations (1) and
the HEL beam as it exits the telescope. How-
ever, the NASTRAN output was based completely (2). Also, if s is truly measured by A0SA,
on structural models and assumed the telescope this term is common to both equations. The
to be a free gimbal with no restraints. This translation term is again similar if the second-
is not the true system operation. The tele- ary annulus measures the secondary mirror trans-
scope is an actively controlled stable platform lation. Therefore, for the system using the on
using two rate integrating gyroscopes to sense gimbal annular reference mirror, the autoalign-
inertial motion. ment system corrects for several errors. For

the proposed flat secondary reference, equation
Referring to Figure 1, the Analysis Flow Dia- (3) does not contain the beam expander terms.
gram, it is seen that the control systems However, also notice that equation (2) contains
interact with the NASTRAN output at several a term, AoR' angular motion of the annular
locations. First, consider the autoalignment reference mirror, not in the output beam equa-
reference beam, top center block of Figure 1. tion (1). If this mirror resonated, it could
The optical reference beam is projected by put false signals back into the autoalignment
relay mirrors off the autoalignment steering system. Therefore, the computer simulation
mirror, through the telescope, and is then
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needed to accurately include the autoalignment =33 
= PSD for the steering mirror con-

effects. trolled by the autoalignment system

This posed two calculation requirements. = phase of autoalignment mirror with
First, the autoalignment system only corrects respect to the output beam.
the output beam over the frequency bandwidth of
the autoalignment system. Therefore, a "closed This coherent addition scheme is shown schemat-

'. loop" transfer function was calculated for the ically in Figure 11. Note that all quantities
autoalignment system. This function describes in equation (4) are functions of frequency.
how well the steerable mirror follows an Also note that the last term on the right side
optical error sensed by the autocollimator. is equal to twice the real part of the cross
The closed loop transfer function was squared power spectrum.
and multiplied by the PSD of the stabilization
corrected autoalignment error signal, as shown The final result was an evaluation of output
in Figure 1. The second problem was that the beam jitter utilizing the complex NASTRAN model
two PSDs of the autoalignment correction and and the complex control system models. By
the output beam error could not be directly using NASTRAN outputs, it was possible to use
combined to estimate output jitter. The reason the control system simulations to evaluate
was that the steerable mirror obviously had to different disturbance inputs and different
be driven with the correct phase to cancel the autoalignment reference mirrors. The control
output jitter, and PSDs don't contain phase by system simulation is described in Reference 5.
definition. However, the NASTRAN models and
the control system models both calculate phase. VERIFICATION OF MODEL
Therefore, the output beam jitter phase and the
autoalignment phase were calculated and stored It was obviously necessary to compare the com-
by NASTRAN. Then the autoalignment control puter predictions to real data to "anchor" the
system phase was calculated and applied to the results. It was not possible to obtain any
NASTRAN autoalignment values. Then the two real data for the performance with the flat
PSIs were combined coherently by using the secondary, since this configuration had not
following equation: been built. However, a large amount of test

data was available from previous flight testing
RR 00 +  33 - 2 F 0 3 3 cos (4) for the on gimbal annular reference mirror con-

figuration. Given all of the loading condi-
where tions that were analyzed, the best forcing

function input to NASTRAN was considered to be

RR = residual output beam PSD the measured flight torque which should include
all of the disturbance effects. Data was also

= output beam PSD uncorrected by available from a target board carried on
autoalignment another airplane. This data showed the effects

PHASE OF OUTPUT BEAM a

NASTAN a PHASE OF BSM-3
WITH RESPECT TO

OUTPUT BEAMPHASE OF AA BEAM HS
PAEOF

]~AA SYSTEM

. ,,AA SIMULATIONJ

00 (I- RR 0o+ 33 -2 /T COS a

Figure 11.
Coherent Beam Addition
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of the total output beam motion including input laser motion not modeled by NASTRAN. However,
beam motion to the pointing system. The input since this analysis effort was to obtain a
beam motion was not modeled during this com- comparison of the two system designs, not a
puter effort. The overlay of two typical PSDs comparison of system model to real data, the
is shown in Figure 12. This figure compares authors felt that the comparison was adequate
the analytical prediction of residual beam to permit completion of the project.
jitter with target board data for the azimuth
axis under flight torque loading. SYSTEM RESULTS

It was possible to compare PSOs and RMS levels
for the two competing system designs.

-11 TThe PSD comparison for the azimuth axis is
shown in Figures 14 and 15. It is seen that
the flat secondary change did not have a major

Z _130 effect on the output PSD. Most of the major
NASTRAN \peaks are similar in both PSDs. The most

noticeable change is a shift in the relative

-150 magnitudes of the peaks. Notice that the 15 Hz
resonance is more dominant in Figure 14 than in
Figure 15. The high frequency fall off is
slightly different also. On these two particu-

-170 lar figures, the RMS level decreased by 20Z by
1 |0 100 1000 going to the flat secondary configuration.

FREQUENCY IN HERTZ

111
Figure 12.

Azimuth PSD Comparison of NASTRAN
Prediction to Target Board Data z 130

Notice that there is some disagreement at low
frequency and at high frequency, but most of
the significant effects between 10 Hz and 200 -150
Hz seem to be modeled. The forward sum of the

4C PSDs also supports the validity of the models.
.!' Notice in Figure 13 that the forward sums com- .170

pare very well except at the starting point and Io10 o 1000
above 200 Hz. The disagreement at low fre-
quency is not completely understood, but it may FREQUENCY IN HERTZ

be aircraft to aircraft motion, or possibly a
low frequency asymptote in the data due to data Figure 14.
analysis using fast fourier transform tech- Azimuth PSD Resultant Beam Jitter for ARM
niques. The disagreement at high frequency is Reference System Due to Input Azimuth PSD Torque
probably due to some mirror resonances or input

p 00

50 / _ -

NASTRAN 
-170,1 ,w 1O 100 IO0O

SFREQUENCY IN HERTZ

FREQUENCY IN HERTZ

Figure 15.
Figure 13. Azimuth PSD Resultant Beam Jitter for

Azimuth Forward Sum Comparison of NASTRAN Flat Secondary System Due to
Prediction to Target Board Data Input Azimuth PSD Torque
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The RMS levels of the two systems for the REFERENCES
different loading conditions are normalized and
listed in Tables 2 and 3. Note that all values 1. Hughes Aircraft Company, "Airborne Pointing
are normalized to airborne performance with and Tracking System: Operation and Maintenance
flight torque loading for the ARM reference Handbook (Third Edition)," HAC Report No. P73-
system. The results show good performance of lR/J79-366, January 1979.
the flat secondary configuration in comparison
to the annular reference mirror system. Notice 2. Johnson, C. D., "Structural-Optical Sensi-
that the flat secondary RMS level is smaller tivity Study of the APT Inner Gimbal Assembly,"
than the Annular Reference Mirror (ARM) level ASIAC Report No. 179.1A, Anamet Laboratories,
in four of eight cases. In the other four July 1979.
cases the flat secondary never drastically
increased the jitter. The rather large values 3. Klosterman, A. L. and Lemon, J. R., "Build-
predicted for the linear vibration loading may ing Block Approach to Structural Dynamics,"
be caused by the quality of the input vibration VIBR-30, ASME Publication, 1969.
data. The instrumentation scaling on the col-
lected linear vibration data was such that a 4. McCormick, C. W. (Editor), "MSC/NASTRAN
high proportion of the recorded signal levels User's Manual," MSR-39, MacNeal-Schwendler
may have been caused by instrumentation noise. Corporation, May 1979.

Table 2.
Comparison of System Models for Azimuth Axis

INPUT DISTURBANCE ARM REFERENCE FLAT SECONDARY

Flight Torque 1.00 0.78
Z Linear Vibration 0.76 0.64
X Linear Vibration 0.57 0.52
Y Y Linear Vibration 4.45 4.92

Table 3.
Comparison of System Models for Elevation Axis

INPUT DISTURBANCE ARM REFERENCE FLAT SECONDARY

Flight Torque 1.00 1.04
Z Linear Vibration 2.46 2.68
X Linear Vibration 1.06 1.01
Y Linear Vibration 1.29 1.54

CONCLUSIONS 5. Sebesta, H. R., Ebbesen, L. R. and
Perrault, J. E., "Modeling and Simulation of

This paper has described a sophisticated and Pointing and Alignment Systems," AFWL-TR-77-
comprehensive, yet practical and straightfor- 264, March 1978.
ward method of simulating the behavior of a
complex servo-mechanical-optical-control
system. The predicted residual output beam
jitter for the unmodified system was compared
to measured flight data and good agreement was
obtained. By comparing the predicted residual

* output beam jitter for the two competing auto-
alignment systems, the main conclusion of the
study was derived. The analysis showed that
the modified system using an annular reference
mirror around the telescope secondary mirror
gave equivalent residual output beam jitter.
Since the new autoalignment system would pro-
vide reduction of the autoalignment beam focus
problem, easier optical alignment, relaxation DISCUSSION
of the optical figure requirement for the
primary mirror, and a decrease in system Mr. Vitaliano (Harris Corporation): How many
complexity; it was determined that the new degrees of freedom did the model have, how many
system was superior. Therefore, the new modes were extracted and what was the approximate
reference mirror was incorporated into the cost to get through one iteration!
flight hardware. The result of this study
proved the value of a systems analysis which Mr. Johnson: The model has approximately 23,000
combined optical sensitivity equations, struc- degrees of freedom and 40 to 50 modes were ex-
tural models, and control system simulations. tracted from the system model.
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FATIGUE LIFE PREDICTION FOR MULTILEVEL

STEP-STRESS APPLICATIONS

Ronald G. Lambert
General Electric CompanN

Aircraft Equipment Division
Utica, New York 13503

A cumulative fatigue damage procedure is developed which
uses linear elastic fracture mechanics theory as its basis
in order to predict the fatigue life of structures subjected
to multilevels of sequentially applied stress. The applied
stress can be sinusoidal or random. The material's fatigue
curve is treated as a scatterband of failure points.

INTRODUCTION to a more convenient form which then
represents a cumulative damage law ref-

Closed form equations have been de- erenced to the nth stress level of n
veloped that calculate the fatigue life stress levels. The median cycles to
of structures subjected to multilevels failure at the nth stress level are then
of sequentially applied sinusoidal or determined. This is described in Appen-
random stress. Fatigue life is expressed dix A.
in terms of median cycles to failure,
probability of failure at N applied The median valuesof the damage func-
stress cycles and cycles to first fail- tions at all stress levels up to and in-
ure. The deterministic damage law pro- cluding that for the nth stress level
posed in this paper applies to all ini- are developed as an extension of Appen-
tial crack (i.e., flaw) lengths that dix A. The resulting damage functions
either exist in the structural material are in terms of cycle ratio damage func-
as dislocations or metallurgical inclu- tions Dj and correction factors Xj,z
sions, were introduced during manufac- which account for the dependency upon
turing fabrication and assembly opera- the initial crack size, the sequence and
tions, or were created during temporary values of the applied stress levels, a
overload conditions. The sequence ef- geometrical parameter and the material's
fects on fatigue life are accounted for fracture toughness. This part of the
which are consistent with empirical data. analysis is deterministic in nature (i.e.,

no random variables are considered).

APPROACH SUMMARY A material's fatigue curve is treat-

ed as a scatterband of failure points,
The analytical approach taken to de- not a single line, by letting the fatigue

velop the fatigue life prediction equa- curve parameter A become a random vari-
tions is as follows: Paris' crack growth able with average value A and standard
equation is applied to sinusoidal step- deviation A [3]. The resulting expres-
stress levels [1]. Linear elastic frac- sion for probability of failure at N cy-
ture mechanics equations that relate a cles F(N) is in terms of the previously
structural element's crack length, ap- derived cumulative damage median values
plied stress and stress cycles are used and the material's fatigue curve param-
to calculate crack half-length "a" eters A, A and 3.
throughout the various sequential stress
levels [2]. Crack growth is traced from All derived equations are extended to
an initial crack length value of ai to cover the sequentially applied random
the final value where fracture of the step-stress level case by using previ-
structural element occurs. The condi- ously developed relationships between a
tion imposed between stress leveis is material's sinusoidal and random fatigue
that the final crack length of the pre- curves [2,4]. For a given average num-
vious stress level becomes the initial ber of stress cycles, there exists a
crack length of the present stress level, random rms stress level that will propa-
That is, the crack size does not change gate a crack of the same size as that of
between stress levels. All of these a calculable corresponding sinusoidal
equations are algebraically arranged in- stress.
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L I\! IT:\'l'IONS 

Application of the proposed expres­
s~ons is limited to cases where the ma­
tc~ria·l i::-:; strcss(~d eJastically in the 
J i IH~:1l' region of thr:' crack ~rowth rate 
·.:ur\·(; and whc•rc the fracture mechanics 
'~'"'o~r~c·trica1 parametC'r remains relat.ively 
constant. These limitations are not 
considered to be serious practical limi­
t:lti_ons. 

PHOPOSED !),\\1:\GE LAW 

,\ppc:nclix ,\ descrLbc:s the derivation 
of the proposed damage law. Define: 

~\S . 
J 

·.K 
c 

y 

(' 
\) 

n = 

X. 
J 'n 

j th ':-'::--'~ :e.-1 ·:.inn stress range 
level 

actual number of stress cy­
cles applied at the jth 
stress level 

numher of stress cvcles to 
fai 1 url: at the j th. stre::;s 
level 

material's fracture toughness 

geometrical parameter 
'" constant 

initial crack half-len~th 

critical crack half-length at 
the jth stress level 

crack growth rate curve 
c:c,nstant 

crack growth rate curve 
constant 

0 - 2 
2 

1 
•I 

k:.'.S. 
J 

N. 
J 

N f. 
J 

number of step-stress levels 

a.Y ~s 
1 - 1 n· 

1\K 
2 

c 

( 1) 

( 2) 

( 3) 

(4) 

( 5) 
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Failure occurs when 

n-1 
I (DJ.XJ.,n) + Dn = 1 

j=l 
(6) 

This assumes that failure has not already 
occurred at one of the jth stress levels 
(j < n). 

N = fatigue life = median cycles 
mn to failure at the nth stress 

level 

Nmn Nfn X en ( 7) 

where 

n-1 
D 1 - l: (D.X. ) n 

j=l J J,n 
(8) 

It will be noted that the product DjXj n 
represents the equivalent cumulative ' 
damage at the nth stress level done by 
actual damage Dj at the jth stress.level. 
That is, it is the "damage at the Jth 
level reflected" to the nth level. 

DAMAGE FUNCTION MEDIAN VALUES 

It is possible for failure to occur 
at one of the jth stress levels pr.ior to 
reaching the nth stress level (j < n). 
Therefore, the damage function medbH:, 
values stress levels prior to the nth 
level must be calculated. Note: It will 
later be shown that the damage function 
is a random variable. However, the sig­
nificant value for this analysis is the 
damage median value. 

Define 

n = 

L 

n 

L, Y~ 

D 9~ 

DL 

total number of step-stress 
levels 

Roman numeral designation of one 
of the n stress levels 

English numerical designation of 
stress level L 

2, 3, 4, 

1, 2, 3, 
' 

n 

damage accumulated during stress 
level L· DQ. = NQ./NfQ. , 

total cumulative damage at stress 
level L· 

' 
equivalent damage of 

all previous stress levels relo.-
tive to level L plus DQ. 

!Is an extension of Appendix A· 
' 

or 
Nl 

Dl (9) 
Nr1 



[ -t1 NOTE: A 13 for many structural
N 1 AK A materials

D cB = 9 for ductile materials

i / S2 B = 20 for brittle materials

A J 2As previously defined,

N2  
DL = median value of damage function

+ (10) at stress level L

+f2 From reference 131,

or

DII D1 XI 2
+ D2  (11) F(Nl)i=0.5+erf K {DI 1

/ B - l1

D D D D (12) 05+ r D16 i,1(7i11  1 1,3 2X2,3 3 F(NL)L= O.5+erf[. {DL/-} (17)

DIV =1 X1,4 + D2X2,4 + D3 X3 ,4 + D4  where

(13) erf(ct) = -Lo 2,/2
27t ef y  dt (18)0

Z-1

DL I D j XjZ + DZ (14) erf(0) = 0 ; erf ( ).5

3=1 erf(-a) = -erf (a)

Failure will occur when DL = 1.See Reference (4].

MEDIAN TOTAL CYCLES-TO-FAILURE SCATTERBAND WIDTH EFFECT

The median total cycles to failure The effect of increasing the width
NmT is equal to all of the cycles at the of the scatterband (i.e., of increasing
n- 1 various stress levels plus Nm : the value of A in equation (17)) is to

increase the failure probability in the
n-1 early stress cycles. Stated differently

NmT I N + (15) increasing A lowers the cycles to first
j=l j Nmn failure, which is perhaps the most sig-

nificant fatigue life characterization.
FAILURE PROBABILITIES

CYCLES TO FIRST FAILURE
Reference [3] describes in detail the

derivation of the probability of failure If there are b independent oppor-
at N stress cycles equation F(N). The tunities for failure, the first failure
material's fatigue curve is treated as a will occur on the average when F(N) =
scatterband of failure points by letting 1/b. Thus, the value of N that makes
the termAin the following fatigue curve F(N) = 1/b is the fatigue life of cy-
expression become a random variable of cles to first failure.
average value A and standard deviation A.

SINE-RANDOM STRESS EQUIVALENCY
AS _ A N 1 /6  (16) For agiven average number of stress
2

cycles, there exists a random rms stress

AS level that will propagate a crack of
= cyclic stress amplitude the same size as that of a calculable

(MPa)(ksi) corresponding sinusoidal stress. From

Reference 12] the equivalency is quan-
A = fatigue curve constant titatively expressed as

(MPa)(ksi)

N = cycles to failure AS (2)a
C

E = fatigue curve slope parameter where

A = average value of A (MPa)(ksi) AS = sine stress range (MPa)(ksi)

Z = standard deviation of A = average sine fatigue curve
(MPa)(ksi) constant (MPa)(ksi)
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U average random fatigue curve random a value is consistent with equa-

constant (MPa)(ksi) tion (20).

a - random rms stress (MPa)(ksi) TABLE 1
Applied Stress Levels

From Reference [4): AS a (rms)

A= 21.5 r (2 + 8)] 1/B (MPa) (ksi) (MPa) (ksi)
AS = r 2 (20) 69 10 15.3 2.22

As before, B = fatigue curve slope 103 15 22.9 3.33

parameter. 138 20 30.7 4.44

All of the previously developed 172 25 38.2 6.67

damage and fatigue life equations can
be used for random stress cases by sub- EXAMPLES (SPECIFIC)
stituting (2A/C)a in place of AS.

Table 2 shows the given conditions
EXAMPLES (GENERAL) of initial crack half-length ai, stress

levels and sequences and number of ap-
Two examples of single stress level plied stress cycles at each stress level.

and six examples of step-stress cases
will be worked out. Figure 1 will be TABLE 2. GIVEN CONDITIONS
used as the stressed specimen for all
examples. Example aj N

S (mm) (in. a ( (cycles)

1 2.54 0.100 1 69 10 N1

2 2.54 0.100 1 172 25 N1

-25.4 m -- 3 2.54 0.100 1 69 10 7825
10" MAmOAL: 2 172 25 N2

7075-T6 4 2.54 0.100 1 172 25 110

2a ALUMU ALLOY 2 69 10 N2

1 69 10 8160

5 1.27 0.050 2 103 15 1530

3 138 20 448

S 4 172 25 N 4

Fig. 1 - Center cracked strip loaded 1 172 25 164

in tension 6 1.27 0.050 2 138 20 448

3 103 15 1530

-10 4 69 10 N4
C o  =1.5 x m/cycle 1 69 10 3913

(6.0 x 10
- 9 in./cycle) 7 2.54 0.100 2 103 15 690

3 138 20 182

Y = 1.77 4 172 25 N4

1 172 25 55

E = 4 ; f 1 ; = 9.65 8 2.54 0.100 2 138 20 182

3 103 15 729
AKc = 2.2 MPa Au (20 ksi /I-.) 4 69 10 N4

A 1240 MPa (180 ksi)
Find:

= 552 MPa (80 ksi)
(a) The critical crack half-length

A = 124 MPa (18 ksi) values

The examples will use various combi- (b) The damage function values
nations of the stress levels 69, 103,
138, 172 MPa (10, 15, 20, 25 ksi) and (c) The median cycles to failure at
initial crack half-lengths ai of 1.27 the nth stress level, Nmn
and 2.54 mm (0.050 and 0.100 inch).

(d) The total median cycles to
Table 1 shows the applied stresses failure, NmT

that will be used in different sequences.
Each sine AS value and its equivalent (e) F(N) versus N
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Solution: (b) Table 4 shows the damage func-
tion expressions using equations(a) Table 3 shows the critical crack (3), (4), (5)and (9)-(14). Note

half-length values. Refer to that the"reflected" damage values
equation (2). Note that ai is are different from the actual
inversely related to AS. damage values. For example 3,

TABLE 3. CRITICAL CRACK HALF-LENGTH (AS2 > AS ) the actual damage

VALUES value NI)Nf1 = 0.5 which "re-
VALUES__flects" to I value of 0.904 atas a the second stress level due to

_ Sac the correction term X - 1.81.

(MPa) (ksi) (mm) (in.)
69 10 32.5 1.28 (c) Table 5 shows the Nmn values

using equations (7) and (8) and

103 15 14.4 0.567 the data from Table 4. For ex-

138 20 8.1 0.319 ample 3, failure occurs for
DII - 1; N2 /221 - 1-0.904

172 25 5.2 0.204 0.096. Therefore, N2=21 cycles.

TABLE 4. DAMAGE FUNCTION EXPRESSIONS

Example J N - f Nj/Nfj X D
cces) (cycres) ____________

1 1 N1  15.650 N1/15650 D I = N1/15650

2 1 NI  221 N 1/221 DI - N1 /221

1 7825 15,650 0.5 - D I = N1/15650
2 N2 221 N2/221 X1 .2 - 1.81 DII = 0.904 + N2/221

1 110 221 0.5 DI = NI/221

2 N2  15,650 N2/15650 X1,2 = 0.533 DII = 0.277 + N2/15650

1 8160 32,640 0.25 D7 = N1/32640

2 1530 6,120 0.25 X112 - 1.05 DII = 0.263 + N2/6120

3 448 1,790 0.25 X'3 Di 0.555 + N3 /1790
_X2,3 1.08

5 X1,4  1.27

4 N4 656 N4 /656 X2,4 - 1.21 Div = 0.900 + N4/656

X3.4 - 1.12

1 164 656 0.25 - D= I/656

2 448 1,790 0.25 X1.2 = 0.895 DII 
= 

0.224 + 82/1790

3 1530 6,120 0.25 X3 0.405 + 3/620
6 X2,3 = 0.887

X1,4 = 0.786

4 N4 32,640 N4/32640 X2.4 = 0.877 DIV = 0.653 + N4 /32640

X3, 4 = 0.949

1 3913 15,650 0.25 - D I  NI/15650

2 690 2,760 0.25 X1,2 - 1.12 Dii = 0.280 + N2/2760

X13 = 1.34

3 182 729 0.25 II' 0.636 + N3/729
7 X2,3 - 1.20

X1,4 . 1.81

4 N4  221 N4/221 X2.4 
= 

1.62 Div 
= 
1.19 + N4/221

X3,4 = 1.35
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TABLE 4. DAMAGE FUNCTION EXPRESSIONS (Continued)

Example j N ~ Nf~ N /Nfj X DIxml (cycles) (cyces) SiS~

1 55 221 0.25 - D . N1 /221

2 182 729 0.25 X =,2 - 0.743 DII = 0.186 + N2/729

3 729 2,760 0.25 X1,3 0.6190
X2,3 = 0.834 D .363 + N3/2760

X1,4  0.553

4 N4 15.650 N4/15650 X2 ,4 = 0.745 DIV= 0,542 + N4/15650

X3,4 = 0.893

TABLE 5. MEDIAN CYCLES TO FAILURE TABLE 7. STRESS SEQUENCE DATA
AT THE nth STRESS LEVEL

Example Stress IN /Nfj N71T  Compares
Example N Level (cycles) with

mn Sequence Example
(cycles)I 3 Increasing 0.596 7,846 4

1 15,650 5 Increasing 0.850 10,204 6

2 221 7 Increasing 0.750 4,785 8

3 21 4 Decreasing 1.22 11,425 3

6 Decreasing 1.10 13,468 5
8 Decreasing 1.21 8,134 7

5 66

6 11,326 (e) Table 8 gives the parameters to

7 0* be used for the calculations of

8 7,168 probability of failing at N cy-
cles F(N) versus N. Refer to

*From Table 4 failure will occur equations (17) and (18). F(N)

during the application of the first 0.5+erf (a). Plots of F(N)
stress cycle at the fourth stress versus NTOTAL are shown in Fig-
level (i.e., N4 = 0). ures 2 through 7.

(d) Table 6 shows the values of the DISCUSSION OF EXAMPLE RESULTS
total median cycles to failure
using equation (15) and data Stress Sequence Effects
from Tables 4 and 5.

Table 7 shows the effects of stress
Table 7 arranges the data from sequence. Those sequences of increasing
Tables 4 and 6 to show the ef- stress level have uncorrected (i.e.,
fect of stress sequence. linear) cycle ratio damage value summa-

tions of less than unity and, hence,
shorter total fatigue lives. Those with

TABLE 6. TOTAL MEDIAN CYCLES TO FAILURE decreasing levels have linear damage

summations greater than unity and longer
Example NMT total fatigue lives.

(cycles)
The above stress sequence effect

1 15,650 results are in agreement with limited
test data on 24S-T and 7075-T6 aluminum

2 221 alloys presented in Ref. [51.

3 7,846
Data were presented for sequences

4 11,425 of two to ten stress levels. Thosf' se-

5 10,204 quences with increasing stress levels
had damage summations less than unity

6 13,468 while those of decreasing stress level

7 4,785 sequences were greater than unity.
These data tend to confirm the derived

8 8,134 equations.
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TABLE 8. FAILURE PROBABILITY PARAMETERS

Example Stress NTOTAL . A {D1/' Cycle
Level A_ L~ L J 1]Limits

0(I N 1 ).1 3 i 0 < N1 <

I 1  r0(5 60 - i 0N 782

2 7851 N 2  101 (N 1) 0.1036 - 1~ 0 < N2

I N1  0f(') - 1j 0 < N1 < 110

101( N,)0".1036_ 11T6T-72

-N 101(0.27 N2 0.1036 0

II 7825 + N2  10f0.904 + .21 0 - I 0 < N2 f 1

101( N5 ) 0.1036 I0< NJ<f11

4 N 0.1036

II 110 + N2  10 (0.277 + 06) - I < N2  448

661 1010 N 0.1036 - 1 0 < N3 < 8160
( ( N2 O 1036

II 8160 + N4  10 (0.263 + 601- 03 - 1 0 < N 2  _

5 0.1036I 1  0() -1 0N 31

111 9690 + N 10 (0.555 + 0.1036 0 < N 448

N 0.1036

(0.N00.1036

IV 10138 + N4  10(1.9+ 6- 11 0 < N4 <

I N 1  10 (Ni ) -1 0 < N1 < 164

1(024+N2 
0. 1036

II 164 + N2  101(0.224 + 1 36 1 0 < N2 < 448

6 N3 0.1036

111 612 + N3  101(0.405 FMp -) 0 1 N3 < 1530

I N4 0.1036
IV 2142 + N4  10 (0.653 + -- ) - 1 0 < N 7

IV( N )0.1036 36 <f 0 N4

I N1  f0 65 0 N1 -<

II 3913 + N2  101(0.280 + N2 0 -03 1 10 < N2 < 690

7 3 1010.66 +N3 O. 1036

II 4603 + N3  10 0.36 9) 1 0 < N3 1 182

IV 4785 + N4  10 (1.19 + 42-) 1 0 < N4

I N1  10 J( N,)0-.103 0 < N1 < 55

(0 8 N2 )0'1036
II 55 + N2  10 0.8 + -- ) -1 0 ,_ N2  182

8 N3 0.1036 I

111 237 + N3  101(0.363 + 3--d) -1 0 _N 2

TV 966 "-N 4  10 (0.542 + N4 0.1036- 110 , N4
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0.5

F(k)

F(M)

.10.17:
0.1AS, =172 MWa (25 kin)

AS = 69U a ( O ksi) 
110 O 9 P I ks= 2.4mm(0.00 n.)ai 2.54 Am (0. 100 in.)

295M (00 N,05

0.110 100 1000 10000

.1 2 5 10 20 50 100 N(CYCLES)

N 1000 (CYCLES) Fig. 5 -Plot of F(N) for Example 4
Fig. 2 -Plot of F(N) for Example 1 AS,. 69. 103,.138, 172 Wa

IL' (10. 15. 20. 25 Ws)

ogg N, N2 N1

0.5- 0.90: wiV' 0

0.50 : % 4F(N)
F(N) -a 1  - 2.54 mmin

0.10. (0.100 in.) /
0.1- 0.05:

7: ai 1.27min
- (0.50 in.)

AS = 72 M~(25 k1i)0.
a1  =25m (0.lO0im.)2 3 4 510 1

al - .54 in(.100in.)N x 1000 (CYCLES)
Fig. 6 -Plots of F(N) for Examples

5 and 7

2001 0.5- - ai - 2.54 mm (0. 100 in.)
1 20 50 100 5oo 10o0 --- a - 1.27 mm (0.050 in.)

N (CYCLES) 0
Fig. 3 - Plot of F(N) for Example 2

0.95 .2
0.990: AS, N, N,~a1

09 AS2 -172MPs(25kSi)0.5

FIN a1 = 254m (0100in. I AS, .. 172. 136. 103. 69 Ma
0.50: . (25. 20. 15, 10 ksi)

N (CYCLES)
0. 05, Fig. 7 - Plots of F(N) for Examples

20 6 and 8
23 4 5 1 0

N xl1000(CYCLES) TABLE 9. INITIAL FLAW SIZE EFFECTS DATA

Fig. 4 - Plot of F(N) for Example 3 Example aj______

Initial Flaw Size Effects (mm) (in.) (cycles)

Table 9 shows the effect of ai on 5 1.27 0.050 10,204
fatigue life. Examples 5 and 7 as well 7 2.54 0.100 4,785
as 6 and 8 have the same stress level
sequences. They differ only in aj val- 6 1.27 0.050 13,468
ues. Large ai values reduce fatigue 8 2.54 10.100 18,134
life. _
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Failure Probabilities acj critical value of crack half-length at stress level ASj or a

Figures 2 and 3 show the general

shape of single stress level failure ai  initial crack half-length
probability curves. Note that F(Nm ) =

0.5. Figures 4 and 5 show the stress A material fatigue curve constant
level sequence effects previously dis-
cussed occurring in the region of early average value of A
failures. The entire shapes of the
curves are different for the two se- b number of independent opportuni-
quences. ties for failure

Figures 6 and 7 show the initial C constant of random fatigue curve
flaw size effects. A large initial
crack length significantly reduces fa- C average random fatigue curve
tigue life. The discontinuities between constant
stress levels are due to a change in the
critical crack length value. See equa- c0  constant of crack growth rate
tion (2). curve

CONCLUDING REMARKS D cycle ratio damage function

It is believed that the derived fa- Dj damage function at the jth

tigue life equations are simple, accu- stress level AS or a
rate and practical. These expressions da
indicate that a large fatigue curve scat- N crack growth rate
terband, a large initial crack (flaw) and
the applied stress level sequence have a erf error function
significant effect on fatigue life which
tend to be confirmed by empirical test F(N) probability of failure in N
data. cycles

in. inches
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rms root-mean-square k = C
0

X damage law correction factor
Integrating equation (21)

Xj, correction factor 1

a='/ (22)
y dummy variable 1/0)- k I

Y geometrical parameter

dummy variable For a= ac at N- Nf7 cycles to failure
where ac= critical 'crack half-length

B fatigue curve slope parameter

A standard deviation of A Nf 1 [() () (23)k AS c

G random rms stress value [AKi]2
o constant of crack growth rate a = C- 2 metre (inches) (24)

curve c r cYAS

0 crack growth rate constant where AKc = material's fracture toughness

r(a) gamma function with argument a Consider the four step-stress level case:

m metre (AS1 , AS 2, AS3' AS4 )

mm millimeter Define:

MPa mega Pascals i= critical crack size correspond-MPa Pa s 
acj ing to the jth stress level;

1.0988 see equation (24)
ksi /in
MPa Nfj = cycles to failure for ASj act-

6.895 ks- ing independently; see equa-
tion (23)

25.4 mm
in. aj = cumulative crack size at the

end of the jth stress level

APPENDIX A ai. = initial crack size at the be-APPEDIX aij ginning of the jth stress

DERIVATION OF FATIGUE LIFE EXPRESSIONS g n t t r
FOR n STEP-STRESS LEVELS level

LINEAR ELASTIC FRACTURE MECHANIC'S CRACK Nj = actual stress hcycles applied
GROWTH EQUATIONS: during the jt stress level

a = crack half-length = crack size D lNeai  fi intialcraD.siz=Nf cycle ratio damage done

a. - initial crack size D, N fj during the jth stress
i level

N = number of applied stress cycles The condition imposed between stress lev-

AS = sinusoidal stress range = twice els is

stress amplitude aij,.= aj (25)

Y = geometrical parameter constant Equations (23), (24) and (25) will be used

Co , 0 = crack growth curve constants repeatedly.

da = crack growth rate 1 [()' l~1
dN Nf1 = k AS1

0  a ) ac'

Paris' equation:

da 12
SCo(YASa /2 ) metre/cycle a, -1 e ]1/0

(in./cycle) (21) (-) kAS Ni

0 - 2
Define: ' 2 critical crack half-length
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N= 
= kAS 1  €N

ai 2  a 1

a21 N2 kAS2 N2

[ks- kAS2 N2] 02 --

f3 k AS 1 8 a ac3 J N3  kAS3 N33D 3 = _ 3 € 3

ai3 a2 a .} - C

a 1

a- kAS N3 - -D i C, )

Na2  3 ]/ 1 0
Nf4 =k AS 4 0  -I ) Jc

From previous expressions -D2 a 10 I

k A -i a(1  D FC3

N- 2 = 1 1)0-( ) - € -k AS2 a (2 a D a)

- D a c 30

N k AS [0 3D 40 = aD 1-DF1  -
a crack half-length 1 I

Failure occurs when a4 = ac4  [ ai

N = 1 0 10 1- J c

4 k AS4
e ta1  a 4  2a 01

10 0 [ ac 4 j
a3 i c 4( ai 1
a . .. .403 1ac3

1 'A N(a'' L- (';4J
S4 - kAS 3 N 3  0 Define 2 20

0 - a XJ, n  ffi ) l i

[kAS 1 N +kAS 2 eN 2 +kAS 3 eN 3 ] 1- -a) y
(1)0 a ()acn 1 (aY2Sn)

a) a'4  (26)
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D4 = 1 - DX 1, 4 - D2X - D.qX3, 4 (27) Mr. Lambert: If you are dealing with structures

that don't have a lot of scatter band as a
N4 

= fatigue life; median cycles to result of either fabrication or assembly proced-

failure urea, or some environmental effects I would say
yes you could distinguish between these. In

N Nf x D (28) fact, in some of the Navair data they get some
4  f4 4  8 cycle ratios that are quite wild. There is no

way I can explain why they get such wild numbers.

Failure occurs when For example, if you had four stress levels you
shouldn't really expect to find a summation of

D1 X1 ,4 + D2 X2 4 + D3 X3 ,4 + D4 = 1 (29) the cycle ratio damage functions greater than
four because by definition, each one would fail

For n step-stress levels, failure occurs on its own when it reaches unity and yet they

when get sixteen. Now there is something I don't
understand maybe there is something non linear
going on. I would expect this to be accurate

n-i if indeed your stress situation is linear

j (DjXj n) + D = 1 (30) elastic fracture mechanics. Whenever that would
j n apply these would apply and I think you could

distinguish between them.

Mr. Saliva: Would the Air Force like scatter
associated with material tests or structural
tests?

DISCUSSION Mr. Lambert: These equations now apply to

structural elements.

Mr. Saliva (David Taylor Naval Shin Research &
Development Center): Did you get reproducibility Mr. Salive: I have similar results using Miner's

in your cumnmalative number of unityl When you law with large scatter in material tests. You

used an ascending series of cycles you said you can still use these equations. You can put any

got a value of .75. Was that a consistent value of delta in that you really want. The

number or was it a rather large scatter associ- question you have asked is can you use the cycles

ated with that value of .75 as the failure ratio damage function as a discriminant for tell-

criterion? ing if this equation is accurate or not and I
have never really gone through that exercise to

Mr. Lambert: That is a deterministic analysis put in large numbers of delta. I have used

e go that will come out the same every numbers like 10. of the average value which is
time from that standpoint. representative of basic materials. I am sure

you can and I have seen situations where the

Mr. Saliva: If you ran it experimentally true scatter band due to fabrication can be

would that number have a distribution function much larger than that. That doesn't mean that

associated with it? these can't work out it depends on your sample
size. You flip a coin and heads or tails comes

Mr. Lambert: Yes. In fact, this was part of up 50 of the time but if you only flip it

the derivation of the probability of failure twice I don't know that it will come out exactly

curves in a paper that I presented last year. the way you think. I don't know if cycles ratio

I treat this damage function as a random vari- damage function on an experimental basis is a

able. You can describe the probability of good discriminant to distinguish whether this

failure in several ways. One way is that it is theory is correct or not.

the probability that your number of applied
cycles exceeds the number of cycles to failure
and that is also equal to the probability that
your accumulated damage exceeds unity. It is
the integeral of the probability density func-
tion of your damage function times the differ-
ential. It is a random variable and it has a
funny look because it tends to peak before you
get to unity. It is a basis for the derivation
of the probability of failure of the curves
that I presented here.

Mr. Saliva: Is the standard error that you
would expect with respect to that sort of
function small enough so that you can discrimin-
ate between the difference of .75 and 1.21 that
was shown?
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LATERAL INSTABILITY DURING SPIN TESTS OF A PENDULOUSLY SUPPORTED DISC

F. H. Wolff, A. J. Molnar, G. 0. Sankey, J. H. Bitzer
Westinghouse R&D Center
Pittsburgh, Pennsylvania

The spin test facility experienced two shaft failures
while studying crack growth properties in a low cycle
fatigue disc specimen. The failures were attributed to
lateral vibrations of a low frequency whirl instability
occurring because of shaft hysteresis, looseness of bolts
connecting mating components of the rotor, and insufficient
external damping. Theory and experimental verification are
presented which permit lateral instabilities of pendulously
supported disc systems to be calculated.

INTRODUCTION These tests verified the theory
and confirmed the presence of the pre-

During a spin test, in the viously mentioned whirl exciting factors,
facility shown in Figure 1, to determine as well as the degree each contributed
crack growth properties in a low cycle to the whirl instability.
fatigue disc specimen, two flexible
shaft failures were encountered. After The spin tests were completed
considerable study these failures were in the modified facility and the whirl
attributed to excessive lateral vibra- amplitudes were very small.
tions caused by a low frequency whirl
instability. The purpose of this inves-
tigation was to verify the cause of SHAFT HYSTERETIC WHIRL
shaft failures, and provide guidelines
that would avoid future problems of this For a vertically oriented sys-
nature. tem whirl is defined as the rotation of

the deflected shaft about the vertical
Three probable factors combined axis while spin is the rotation of the

to cause a whirl instability: disc with respect to the inertial
coordinates. Both forward and backward

(1) shaft hysteresis - instability whirl may occur. Instabilities (during
from shaft hysteresis forces forward whirl) can take place when the
exciting a whirl mode. spin is greater than the whirl where

shaft hysteresis energy is fed into the
(2) looseness of bolts connecting system. If this hysteresis energy is

mating components of the rotor greater than the energy being dissipated
especially at either end of the through bearings, supports, etc., the
smallest diameter shaft connecting system becomes unstable. There are
the test specimen. several kinds of whirl [2] which, in

general, result from a tangential force,
(3) insufficient external (rotor normal to the radial shaft deflection,

support) damping. whose magnitude is proportional to (or
varies monotonically with) that deflec-

The contribution of the second factor tion. At some "onset" rotational speed
is difficult to determine but recent such a force system will overcome the
work by W. T. Thomson [11 on a similar stabilizing external damping forces to
configuration has made it possible to induce a whirling motion of ever increas-
analyze the hysteretic whirl effects. ing amr-' !tide until failure occurs.
This type of analysis is presented along Althoug., the shaft deflection may reach
with some resulting changes to the spin- a limit cycle (stable whirl), when the
test facility. whirl frequency is different than the

spin frequency alternating stresses are
A series of tests were then introduced to the shaft fibers which can

conducted on the original and modified lead to fatigue failure.
configuration of the spin-test facility.

With some radial shaft deflec-
tion, the flexure of the shaft would
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Fig. 1 - Spin test machine

induce a neutral strain axis normal to
the deflection direction. From first
order considerations of elastic beam
theory, the neutral axes of stress and
strain would be coincident; accordingly,
the net elastic restoring force would be
parallel to and opposing the deflection.
Hence, any deflection would be the nor- Neutral Axis of Stes
mal running speed vibration which is a
steady stress. In actual fact, hystere-
sis, or internal friction in the rotating kL(y)
s h a f t c a u s e s a p h a s e s h i f t b e t w e e n t h e N e ut
neutral axes (Figure 2). The net effect DampigFom. POCConet

in the restoring force is not parallel Nt -x of Stran
to the deflection and has a tangential
component normal to the deflection which Whirl
is in the direction of rotation causing etng FomeResubntof
a forward whirl motion when the spin mreCone FlxralSs
f r e q u e n c y i s g r e a t e r t h a n t h e w h i r l ... j - Und e uie tc
frequency. Shaft Ax

Fig. 2 - Plane view of shaft system to
illustrate hysteretic whirl
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DEVELOPMENT OF SPIN, WHIRL, AND terms of unbalance force (P) and moment
STABILITY RELATIONSHIPS (M) are

Thomson's comprehensive treat- = 11IP + a12M

ment of a pendulously supported flywheel (1)
system has been applied to the spin test a P +
rotor in Figure 3 to determine why the 12 22
.75 inch shaft failed and what could be
done to correct the problem. Based on where the flexibility influence coeffi-
an energy balance between hysteresis- cients of a beam of length (L), with
viscous damping, the stable and unstable infinitely stiff end (X) for 9 = L - X,
operations of the system are theoreti- and rigidity EI are
cally derived.

From Figure 4 the beam deflec- a = 11 3E- +  E- _
tion (n) and slope (e) at the rotor in

ii 1l2 = - T + UE

a22 El

The total deflection (r) and
slope at the rotor center are

r=+ Q + all) P + 12 M

0 1 il= + a 12MM (2)

-- e a 12 P + OL22 
M

,d,

.75 Undefbrmed Shaft
k

I

-z

Co 
A

Fig. 3 - Schematic of spin test system 
r

showing dimensions (inches) Fig. 4 - Model of spin test system with

for analysis bearing translation
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where k is the bearing stiffness coeffi- F4 + (D + 1) F2cient and S D(E- -l) D(E - 1)

- = X+ ~aF (F 2  + 1 ) 9+l 1 M + T1 1 8

al kri DF 2 (a -l1)

Defining the unbalance force and moment a n22  F - I
for a disc of mass (m), diameter (Jd)
and polar (Jp) moments of inertia as Figure 5 shows a plot of whirl speeds

vs. running speed for the spin test

P = mrw2 configuration that failed. Only the
lower forward whirl mode which is close

2 ( to the Ist critical speed leads to
M = jdW - 8 hysteresis instability.

where 1,00

a = Jp /d

w = whirl speed

2 = running speed

gives 6 -

r = allmrw - al " (a 2 - 1) e _

(5)

e = at1 2mrr 2 - W2 (a 1) e-__________
0h I I I I-40 -m -M -m 0 is m

By introducing the following nondimen- Fig. 5 - Spin-whirl relationship for
sional quantities original rotor

Using the complex modulus of

F W D - 22Jd elasticity the stress (a) - strain (c)
VaD m relationship can be written as

a 
(6)

2 o = (1 + iy)cE (9)
S = Ql ~ l m  E = l12

- where y is the shaft hysteresis damping_lli 22  constant. The hysteresis work (U') is

given by the area under the hysteresis
curve (ellipse for sinusoidal loading)

equation (5) becomes
U' = nyEc 2  (10)

(F2_1r -
1 1 EDF a j-I e - 0 The ratio of hysteresis work to elastic
a12 F strain energy (U) is

a 2  - ( aF2  (a I od = 27Ty (11)
r- F _ 1) .1 = 0

alII In order to evaluate the
hysteresis and strain energies, the
deflection shape of the shaft under

Solving the determinant of equation (7) whirl is needed. The bending moment (M)
gives the frequencies and mode shapes at z is

Mz) - M + P(t + X - z) (12)
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The deflection then becomes dUc UC1

= . [ (. a-,) Z2  =t( ) (20)
E~z Y m W r-FF (13)

z2  ( The stability of the system can
+be found by equating the rate of work

done by hysteresis (eq. (17)) to that of
bearing damper (eq. (20))

Since Q/w and r/6 are known from the
steady state solution at any spin speed C 2 2 F() n2
Q, the shaft deflection and hysteresis C = yK2 - (L)(f-) (21)
work are also known at any n.

If the right hand side of equation (21)
Z El (d2n\2  becomes larger than the left side then

U' 21ry EI dz instability occurs. Hence, letting
(14)

2 F(2)n2. W K2 F(2)
1yK2 F ( C 2 (22)

EI

where K2 is the translational stiffness and
of shaft P p

PK 2i(L) (15) , (L)

and the criteria for stability becomes

F() = (+- a - i C1 1 K 2 2(16 W >2 Z-•  - 1 (23)
U- (16) 7T2~\~

[Z+L m - - i Since all quantities are known
for any Q, the value of Cl needed to
stabilize the system at any n > w can be

The average rate of work per found.
cycle done by hysteresis is

A study of equation (23) indi-
dU' U' M (-7) cates that all systems of this type are
"- 2---nj(17) inherently unstable; i.e., for constant

values of Cl, C2, K2, k and w there
exists some onset running speed n for

The force due to the bearing damper with which the stability criteria is no
coefficient Cl is longer satisfied. Therefore, if the

running speed of pendulously supported
F M CI (18) rotor is increased indefinitely it will
C become unstable. Hence, an important

design consideration is to ensure that
the bearing can supply sufficient damp-

therefore, the work done by the bearing ing for the entire speed range. Fur-
damping is thermore, the bearing stiffness is a

very important factor; the softer the
2 bearing the lesser the amount of bearingUC1 W FC1 2n - C1 2ffw 2  (19) damping needed for stability (Figure 6).

Figure 6 shows the stable regions
(amount of damping C1/y needed to

The rate of work done by the bearing satisfy equation (23 ) for spin test
damper is configuration using two values of bear-

ing stiffness (1800, 4500 lb/in). Note,
as the running speed increases the damp-
ing required increases.
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shaft damping constant of y = 0.0007 was
assumed for further analysis. On that
basis to maintain stability over the
desired speed range (0 to 8000 rpm),
bearing stiffness < 1800 lb/in is needed.

Curve 715r-A

Bering Damping
Mul re for Stll~y ? S965-1

5 .0 fo r K = 4 b I ,i, ,
CIQ=?96/lin

I

41.01 C1  V -

W. j! 10.00 OD

z AD. 0ig - k am

. ~6 rO o syte

Trn be"M 2D. redesigned to
000 i/ ahhp s da

lie chaatrsisomh j si ytmsol e tbeu oa es

0

Steo (ruc a a Fig. 7 - Stability curves with bearing
damping for original rotor

Fig. 6 - Stability curve for original system
rotor system

The bearing was redesigned to
DISCUSSION OF SPIN TEST give more flexibility and damping. If

CONFIGURATION the redesign has a bearing stiffness of
1000 lb/in (at high speeds) and damping

To quantify the whiri-instabi - constant around 7500 lb/in, then the new
lity characteristics of the bARD spin system should be stable up to at least
test, an estimate of y (structural damp- 12,000 rpm when considering only
ing constant) is needed. Unfortunately, hysteretic effects.
there is a wide scatter in data avail-
able for shaft material 4340 steel. Although the redesign system
The literature (3], (4] indicates a has been running successfully, there had
factor in the range (0.00025, 0.0011 been incidents where large deflections
might be valid. If the original design had been observed. Deflections and
failed due to shaft hysteresis and the whirl orbits of the flexible shaft were
failure was witnessed between 3600-4000 measured using linear proximity probes
rpm, the value of y can be backed out 90 apart. Upon examining the system,
from a stability plot. The damping working on the shaft adapter was
devices (Cl/y) provided by the bearing noticed. It appeared that the bolts
for the original design are plotted on were working loose causing a whirl; the
Figure 7 using Cl 9 - 7500 lb/in rdsge ern spoiigsfi
(Table 1). 00 intersect in oe s lte cient damping to limit the deflection.
stability curve (damping needed to main- When the bolts are tightened as a pre-
tain stability) for k a 4500 lb/in and caution, the large deflections dis-
the actual damping provided cur-Yes is appear. It is possible that the
where the unstable onset rpm occurs, synchronous motor during transient con-
From Figure 7 the Cl/y curve for ditions is creating large enough shaft
y - 0.0007 intersects the stability torques to loosen the bolts. Body bound
curve near 4000 rpm; accordingly, a

206



bolts with set screws along with ceramic bladed rotor was brought up to
smaller transient driving torques have 8000 rpm. Although stability was main-
essentially eliminated this problem. tained, the whirl amplitudes were

noticeably larger. In addition, fre-
quency response data was recorded with a

CERAMIC BLADED ROTOR TESTS Hewlett Packard Digital Spectrum Analy-
zer (Table 1). Both the measured res-

Upon completion of the ponse data and calculated lower forward
original rotor tests, a slightly smaller whirl mode for this rotor are shown in
rotor, which was used to spin test Figure 8. The comparisons are nearly
ceramic blades, was set up to check the exact showing the accuracy of the model.
theory and to determine the cause of The calculated lower forward whirl mode
the earlier failures. for the original rotor is also shown in

Figure 8.
With the improved b aring

design (larger clearance, k 1 1800 A dissipative material was
lb/in), the ceramic bladed rotor was painted on the shaft to enhance the
brought up to 8000 rpm while the whirl hysteretic whirl condition. This rotor
amplitude was monitored with two probes. was brought up to 5000 rpm with stabi-
Very small whirls were noticed at each lity being maintained. However, the
multiple of the lower forward whirl whirl amplitudes were large indicating
mode (165 rpm). the negative damping aspects of the

dissipative material.
The bearing clearance was

reduced to that of the original design To complete the tests, the
(k = 4500 lb/in). Once again the bolts which hold the rotor to the shaft

TABLE 1

Test and Calculated Lower Forward Whirl Mode

Lower Forward Whirl Mode (rpm)

Shaft Speed Ceramic Bladed Rotor Original Rotor
(rpm) Test Calculated Calculated

0 62.4 50.1
20 65.3 53.0
50 69.8 57.3
70 72.8 60.2

100 77.4 64.6
120 80.3 67.5
150 84.7 71.1
170 87.5 74.3
200 91.6 78.2
260 100.7 99.1 85.1
300 105.1 103.7 89.2
400 115.0 113.4 97.7
500 122.2 121.0
600 128.8 127.0 109.1
700 133.5 131.9
800 137.2 135.8 116.2
900 140.4 139.0

1000 141.6 141.7 120.8
1200 147.8 146.0 124.2
1500 151.6 150.4
2000 155.0 155.0 131.2
3000 160.8 160.0 135.0
4000 162.6 162.4 136.8
5000 164.6 164.0 138.0
6000 171.2 165.0 138.8
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looseness in rotor bolts (set screws
kept bolt-tight), the original system
was stable throughout the desired speed
range (0-8000 rpm). Although the whirl
was stable the amplitude was consider-
ably larger than the whirl amplitude in
the redesigned system. The redesigned
system has an oil film damper at the

S.... "j' lower bearing. It limits the whirl of
a tight rotor system to amplitudes
which are so small they are difficult
to detect over most of the operating

--- i Carau S1 .r (CatUmo speed range.
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1 =2000 x 2n in.

- . 14.3

y 5- 0.042 (effective loss

factor)

This effective loss factor is more than
40 times larger than the highest
expected loss factor for the type of
steel used in the shaft.

CONCLUSIONS

Lateral instabilities caused
the two shaft failures that occurred
during spin testing a low cycle fatigue
disc specimen. The exact cause was a
combination of shaft hysteresis and
loose mating bolts at the ends of the
smallest diameter shaft. Loose mating
bolts were the major factor in causing
the subsynchronous whirl instability.
When tests were conducted with no

208


